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Na rynku wydawniczym pojawila sie kolejna interesujaca ksigzka
Profesora Krzysztofa Stachewicza zatytulowana Mysleé los cztowieka.
Studium filozoficzne. Jest to objetoSciowo niewielka praca. Wezedniej-
sze dwutomowe dzielo Profesora Stachewicza liczylo tacznie ponad
640 stron (2019: Doswiadczy¢ prawdziwej rzeczywistosci. Prolegome-
na do filozofii mistyki, t. 1. Filozofia doswiadczenia mistycznego; 2020:
Doswiadczyé prawdziwej rzeczywisto$ci. Prolegomena do filozofii mi-
styki, t. 2. Cztowiek wobec doswiadczenia mistycznego). Najnowsza pu-
blikacja Krzysztofa Stachewicza sklada sie ze wstepu, 10 rozdzialow,
zakonczenia oraz literatury przedmiotu. Jest to ksiazka niezwykle bo-
gata w tresci, my$li, tropy, intuicje, ktére odstaniaja namyst dojrzaty,
kompletny, konsekwentny i wazki. Juz w pierwszym rozdziale czytamy,
ze ,filozofil zdarza sie zapominaé wazne pytania, zaniedbywac istotne
zagadnienia, spychaé¢ w cien znaczace problemy, skazywaé na banicje
nieuchronnie potrzebne jej pojecia i kryjace sie za nimi idee” (s. 13).
Zdaniem Autora mys$lenie o losie, tak zywe w my$li antycznej, wraz
z nastaniem epoki o§wiecenia zostalo zagubione, by ostatecznie zostaé
wyparte z obszaru mys§lenia, a co najwazniejsze — z pola racjonalnoéci.
I tak, ,los” zamieszkal w obszarze myélenia mitycznego, stajac sie prze-
sadem. Jak pisze dalej Profesor Stachewicz: ,filozofia wspotczesna uni-
ka pojecia losu, czyniac je niewaznym, nieistotnym dla analizy ludzkie-
go bytowania” (s. 14). Odstania sie w tym miejscu przed czytelnikiem
zamyst Autora, ktory jest proba wprowadzenia kategorii losu na salony



258 Agnieszka Biegalska

wspoélczesnego mysélenia, przywrécenia mu naleznego, zapomnianego
miejsca oraz wskazania doniostosci losu w ludzkim zyciu.

Krzysztof Stachewicz prowadzi czytelnika przez historie losu, wy-
tuskujac wazne dla prowadzonego namystu akcenty. Kluczowy jest po-
stulat idei losu jako zakorzenionej w zrédlowe) warstwie ludzkiego by-
towania. Los zdaniem Stachewicza nalezy do conditio humana. Z tego
powodu to wlaénie ,»los« jawi sie jako pojecie klucz do zrozumienia zy-
cia 1 kondycji egzystencjalnej czlowieka, jego sensu, znaczenia, a takze
jako droga do okres§lenia pola odpowiedzialno$ci za wlasne zycie, wy-
laczenie z niego tego, co poza nasza decyzja 1 bezposrednim wplywem,
urealnienie naszych mozliwos$ci wptywania na zycie 1 jego wydarzenia”
(s. 16).

Autor przyglada sie losowi z dwoch biegunéw (Rozdziat 2) — amor
fatiiodium fati — 1 ilustruje licznymi odniesieniami historycznymi, jak
trudno wskazaé ,jeden niezawodnie optymalny model odniesien czto-
wieka do losu” (s. 63). Dalej za$ probuje wyluskaé podstawowe sensy
1znaczenia losu. W konkluzji bogato tkanych refleksji czytamy: ,los sen-
su largo to cato$¢ biegu zycia, wypadkowa zaréwno tego, co zewnetrzne
wobec niego, jak 1 wewnetrznych aktéw decyzyjnych. Splot czynnikéw
obiektywnych 1 subiektywnych, niezaleznych od woli czlowieka 1 efek-
tow wolnych wyborow. W sensie waskim (stricte) losem jest wylacznie
przestrzen tego, co od czlowieka niezalezne, co wptywa (wsp6t)determi-
nujaco na jego faktyczne potozenie” (s. 91).

W dalszej czesci Profesor Stachewicz analizuje przej$cie od mythos
do logos losu (Rozdzial 4) i odstania przed czytelnikiem nastepujaca
konkluzje: ,Los jest jako$s odpowiedzialny za przypadki, jako to, co nie
dzieje sie nie tylko zawsze, ale 1 z reguly. Idea losu ukazuje nam swa,
jedno$¢ niezaleznie od tego czy jest elementem opowiesci mitycznej, czy
namyslow filozoficznych” (s. 119). Konsekwentnie, historia losu jest uj-
mowana w kolejnych odczarowaniach §wiata, w przejsciu od sacrum do
profanum, co pozwala przygladac sie sekularyzacji losu, w trakcie kto-
rej miejsce koniecznosci zajal przypadek (s. 122). Plan zycia cztowieka
zaczal by¢ pisany reka determinujacych praw natury, a los cztowieka
stal sie czym$ zewnetrznym i niezaleznym do ludzkiej woli.

Nastepnie Autor mierzy sie z dramatycznym wymiarem losu (Roz-
dziat 6), ktéry umozliwia jego istotowe poznanie. Jest to bardzo inte-
resujaca filozoficznie préba spojrzenia od wewnatrz na conditio huma-
na, pozwalajaca dostrzec, ze zycie ludzkie plecie sie miedzy $§miechem
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a placzem. Profesor Stachewicz podkresla zwlaszcza wage elementow
komizmu, ktére bardzo czesto zasloniete sg poczuciem powagi ludz-
kiego bytowania. ~Smiech zatem, obok placzu, jawi sie jako fenomen
dwoéch najbardziej typowych ludzkich reakcji na pewne aspekty rzeczy-
wistosel 1 zycia” (s. 175).

Prowadzac rozwazania nad wolnoécia czlowieka uwiklang miedzy
przypadkiem a konieczno$cia, Krzysztof Stachewicz zaprasza w podroz
do poszukiwania fundamentéw sensownosci ludzkiego bytowania, trud-
no bowiem czltowiekowi uznaé je za zupelnie przypadkowe. Z tego tez
powodu czesto oddajemy sie w opieke Opatrznosci, ktora ma nas uchro-
ni¢ przed bezsensem spychajacym nas w objecia nicosci (Rozdzial 8).
Odstania sie w tym miejscu teleologiczny aspekt losu cztowieka. Zmar-
ginalizowanie, a czesto wyeliminowanie przypadku z ludzkiego zycia
mozna zrealizowaé, zdaniem Autora, w ramach tozsamo$ci narracyjnej,
gdzie calo$é zycia ujeta jest w liniowy, usystematyzowany ciag naste-
pujacych po sobie wydarzen. To bardzo ciekawe, ze w idei losu Profesor
Stachewicz widzi ,zawarty sprzeciw czlowieka wobec chaotycznoSci,
braku celu 1 kierunku swojego zycia. To wazny moment napedzajacy
myslenie o swym wlasnym zyciu jako losie, przeznaczeniu. Dotarcie
don nie jest [...] proste 1 tatwe, wszak trzeba przypomnie¢ jego skry-
tosé, jego a-letheiczny charakter” (s. 251).

Krzysztof Stachewicz w ksiazce Mysleé¢ los cztowieka. Studium
filozoficzne formuluje istotne pytania o problem odpowiedzialnosci mo-
ralnej czlowieka za los, o los w kontekscie odpowiedzialno$ci wspdl-
notowej, spolecznej, o geneze 1 nature losu, wreszcie o doS§wiadczenie
losu. Ksigzka Profesora Stachewicza jest ,otwarta” w tym znaczeniu,
ze zarOwno plaszczyzna ontologiczna, aksjologiczna, jak i1 epistemolo-
giczna losu zostaja w niej jedynie (1 az!) zaznaczone. Czytelnik moze
przemierzaé¢ labirynty namystu, by samemu poszerzaé¢ zakreslone
przez Autora pola problemowe, formutowaé wlasne odpowiedzi i wy-
znaczac¢ indywidualne tropy. Taka otwarta konstrukeja ksiazki jest jej
wielka zaleta. Co warto podkresli¢, w rozwazaniach zawartych w ksigz-
ce Krzysztofa Stachewicza filozofia czlowieka staje sie filozofig losu, co
pozwala nam inaczej myslec o czlowieku (s. 45).

Lektura ksiazki Mysleé los cztowieka. Studium filozoficzne wska-
zuje na dwa istotne tropy w mys$leniu o ludzkim losie. Pierwszy, to
my$lenie bardzo osobiste, uwiklane w przebogata palete naszego jed-
nostkowego bytowania. Los kazdego z nas jawi nam sie jako wyjatkowy
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— jest m¢j. Odstania sie tutaj pierwsze pole problemowe, pytanie o los
jako wlasno$é czysto ludzka i zarazem najbardziej osobista. Krzysztof
Stachewicz 1 w ksiazce, 1 w wywiadach powtarza, ze ,tylko czlowiek ma
swoj los”, ze jest on ,,przynalezny tylko czlowiekowi”.

W zamyséleniu nad moim wlasnym losem przyszedl mi na myél frag-
ment z filmu Stowarzyszenie umartych poetéw (1989): , Zastanowil sie
przez chwile, a potem wypowiedziat formute otwarcia. — Poszedlem do
lasu, wybralem bowiem zycie z umiarem. Chce zy¢ pelnig zycia, chce
wyssaé wszystkie soki zycia. By zgromié¢ wszystko to, co zyciem nie jest.
By nie odkry¢ tuz przed Smiercia, ze nie umiatem zy¢”. Profesor Stache-
wicz pisze o tej ludzkiej obawie, ze co§ nam umyka, ze czego$ jesteSmy
pozbawiani, czy tez sami sie pozbawiamy. Trop, ktéry mnie szczegélnie
zainteresowal, Profesor podjat na 193 stronie ksigzki, gdzie wytuskana
zostaje kategoria determinizmu metafizycznego (poziom supranatura-
lizmu), domena aktywnosci rozumu kontemplacyjnego, refleksyjnego,
gdzie stoimy w pozycji biernego obserwatora wtasnego losu. Ten los
Krzysztof Stachewicz definiuje jako ,predeterminacje biegu zycia czlo-
wieka, jako co$ od nas niezalezne, jako§ wobec nas zewnetrzne. Los
to czynnik sprawczy pozostajacy poza zasiegiem ludzkiej woli 1 jego
dziatan ksztaltujacych bieg zycia” (s. 22). Los realizuje sie bez naszego
udzialu, wiec biernoéé jest jedynie stuszna 1 w pelni racjonalna postawa,
zyciowa.

Ot6z chce w tym miejscu rozwazy¢é mozliwo$é powrotu rozumu
obiektywnego, ktéry w czasach postmetafizycznych zostal przed nami
zakryty. Nowa epoka rozumu obiektywnego to epoka nowego gatun-
ku — gatunku Al. Czlowiek bedzie mial nowych bogéw, nowe Mojry,
a wplyw tych béstw na nasze zycie bedzie zupelnie niezalezny od nasze]
woli. Wydaje sie, ze stoimy u progu domostw najbardziej radykalnych
Mojr, o jakich do tej pory styszeliSmy.

W roku 2023 zainteresowanie osiggnieciami i rozwojem Al stalo
sie powszechne 1 moglo sie wydawaé, ze jest to interesujacy, no$ny te-
mat, ktory przeminie. Otdz zaciekawienie mozliwo$ciami Al nie bylo
wynikiem modnych trendéw myslenia, a dostrzezeniem, ze mamy do
czynienia z rewolucja na niewyobrazalng skale, ktéora dokonuje sie
na naszych oczach, z rewolucja, o jakiej nigdy dotychczas nie sltyszeli-
$my, ktéra przekroczyla nasze wszelkie wyobrazenia o nas 1 o §wiecie.
Na czym ona polega? Dla porzadku dalszych rozwazan nalezy sie za-
trzymac nad uscisleniem wiedzy na temat Al
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Zaczac nalezy od okre§lenia stabej sztucznej inteligencji. Chat GPT
3.5 informuje, ze ,,odnosi sie ona do rodzaju sztucznej inteligencji, ktéra
jest zaprojektowana 1 wyspecjalizowana w wykonywaniu konkretnego
zadania lub ograniczonego zakresu zadan”, czyli podejmuje jedno lub
kilka dziatan, ktére potrafi wykonaé czltowiek (np. wygenerowanie wi-
deo, czy napisanie kodu). Z tej inteligencji wychodzimy do silnej — gene-
ralnej Al. Chat GPT informuje: ,posiada ona zdolno$¢ do wykonywania
zadanych zadan na poziomie poréwnywalnym z ludzka inteligencja we
wszystkich dziedzinach”. Chodzi wiec o inteligencje, ktora posiada wie-
dze na poziomie cztowieka albo wyzsza. Mowa tutaj o tzw. przetwarza-
niu afektywnym czy tez emocjonalnym, tj. rozumieniu (przetwarzaniu
sygnatéow ze §wiata i odpowiadaniu na ludzkim poziomie), posiadaniu
umiejetnosci spotecznych, wychwytywaniu sygnaléw, czytaniu kon-
tekstow spolecznych, posiadaniu umiejetnosci zwigzanych z inteligen-
cja ciala, z percepcja. To juz nie jest wylacznie umiejetno$é rozmowy
1 wylacznie inteligencja obliczeniowa. Z generalnej Al przechodzimy do
superinteligencji, osobliwosci (singularity). Jest to hipotetyczny punkt
w rozwoju cywilizacji, w ktérym postep techniczny stanie sie tak szybki,
ze wszelkie ludzkie przewidywania stana sie nieaktualne. Mowi sie tez
0 Wszechmocnej Al czyli God-like Al. Chat GPT 3.5 informuje: ,termin
»God-like Al« odnosi sie do koncepcji sztucznej inteligencji (Al) o zdol-
noSciach 1 mocy, ktére przewyzszaja wszelkie ludzkie umiejetnosci
1 zrozumienie. Jest to forma superinteligencji, ktéra posiada potezne
zdolnoéci intelektualne, technologiczne 1 kontrole nad réznymi aspek-
tami §wiata”. W kontekscie ,,God-like AI”, pojecie ,,God-like” odnosi sie
do boskiej lub nadludzkiej sity, co oznacza, ze taka sztuczna inteligen-
cja miataby zdolno$¢ kontrolowania 1 ksztaltowania rzeczywistosci na
skale, ktora wydaje sie niemozliwa dla ludzkiego umystu.

Przyjrzyjmy sie kilku faktom zwiazanym z postepem w obszarze
Al, ktéry dokonal sie w 2023 roku. Po pierwsze, okazuje sie, ze nie
potrafimy optymalizowa¢ tych sieci neuronowych, ktére juz mamy.
Tempo rozwoju jest niewyobrazalne. Jak wskazuje Andrzej Dragan,
jest to tempo podwdjnie wyktadnicze (reakcja tancuchowa reakeji tan-
cuchowych). Tak wiec nie nadazamy z zagospodarowaniem technologii,
ktéra juz jest dostepna, a zgodnie ze State of AI Report z pazdziernika
2023 roku niebawem zabraknie danych wysokiej jakosci wygenerowa-
nych przez ludzkos$é, ktérymi bedziemy mogli ,karmic¢” Al. Po drugie,
Chat GPT przechodzi pomyslnie kolejne testy. Przeprowadzono symu-
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lacje egzaminu adwokackiego Chatu GPT 3.5, ktéry jest na poziomie
inteligencji 3-latka (listopad 2022) 1 4.0, ktéry jest na poziomie inteli-
gencji 10-latka (maj/czerwiec 2023). Wersja 3.5 przyblizyta sie do 30%
najgorzej zdajacych, ale wersja 4.0 do 10% najlepiej zdajacych. Ten
ogromny przeskok dokonat sie w kilka miesiecy. Dostepna jest juz wer-
sja Chat GPT 4.5 i trwaja prace nad 5.0, ktory bedzie potrafil genero-
wac tekst, prowadzi¢ konwersacje na rézne tematy, ttumaczy¢, poma-
ga¢ w nauce, a takze tworzy¢ kreatywne teksty. Al pomy$lnie przeszta
tez symulowany egzamin z radiologii. Po trzecie, dzisiejsi gracze (poke-
rzysci, Go, Othello, brydzyéci, szachisci) ucza sie od algorytméw. Warto
w tym miejscu wspomnieé np. o koncepcji szachéw zaawansowanych.
Otoz, kiedy Kasparow przegral z Deep Blue, to wymyslil koncepcje gry,
w ktorej ludzki gracz jest wspomagany przez komputer. Turniej roz-
grywa sie miedzy duetami Al-czlowiek. W ten sposéb weszliSmy na
wyzszy poziom gry. Po czwarte, we wrzeéniu 2023 roku w ,Nature”
(t. 621, nr 7980) mozna byto przeczytac o tym, ze stworzona zostata sie¢
neuronowa sterujaca dronami sportowymi. W wyscigach dronéw my/
ludzie przegraliémy. Po piate, test Turinga zostal ostatecznie ztamany
w lipcu 2023 roku. Nie jesteSmy dzi§ w stanie odréznié, czy rozma-
wiamy z czlowiekiem czy z maszyna. Juz wcze$niej przeprowadzono
stynny test z udzialem Daniela Denetta. Zadano 10 pytan Dennettowi
1 Al 1 przedtozono odpowiedzi specjalistom, naukowcom. 30% badanych
nie odréznilo Dennetta od Al, a podkresli¢ nalezy, ze wiedzieli oni, ze
sa poddawani prébie. Po wtére, od 2024 roku nie trzeba Al programo-
wacé, wystarczy z nig rozmawiaé. Chodzi tutaj o tzw. bezkodowo$é. Jak
zauwaza Aleksandra Trapp (2023, online): ,aplikacje 1 inne rozwiaza-
nia informatyczne moga opracowywac osoby bez kompetencji progra-
mistycznych”. Andrzej Dragan méwi o tym, ze niebawem algorytmy
same beda sie mogly programowaé. I wreszcie przypomnie¢ nalezy naj-
bardziej spektakularne osiagniecie Al. Na poczatku 2020 r. AlphaFold,
sztuczna inteligencja rozwinieta przez firme DeepMind, rozszyfrowata
struktury az 98,5% biatek z ludzkiego ciala. Al rozwiazata jedno z naj-
wazniejszych probleméw biologii molekularnej (powiazania tréjwymia-
rowej struktury biatek z informacja genetyczna). Nierozwiazywalny od
kilkudziesieciu lat problem algorytm rozwiazal w okoto dwa tygodnie.
Rodzi sie w tym miejscu pytanie o samodzielno$é 1 kreatywnosé Al.
W odpowiedzi wylania sie kwestia uczenia nienadzorowanego, czyli ta-
kiego, w ktorym rola czlowieka jest ograniczona. Okazalo sie, ze jak
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ludzie uczyli Al, to uczyta sie ona powoli, ale kiedy pozostawiono algo-
rytm sam sobie (nie wprowadzono danych poczatkowych, wiec dyspo-
nowal on tylko danymi treningowymi 1 nie wiedzial czego szukac), to
uczyt sie skuteczniej. Zaobserwowano to podczas gry w szachy 1 Othello.
DeepMind Technologies Limited wypusécita algorytm AlfaZero, ktory
nie znat regul gry w szachy. Po 40 min algorytm nauczyt sie grac lepiej
od czlowieka, grajac sam ze soba, a po 2 godz. ogral najlepszy wcze-
$niejszy algorytm szachowy. Podobna sytuacja miala miejsce w grze
Othello.

StworzyliSmy mikromoézg 1 nie wiemy, jak on dziala. Mozemy wrzu-
ci¢ algorytm, wiemy jak on strukturalnie dziala, mozemy zwizualizo-
wac sie¢, ale nie wiemy, dlaczego aktywuja sie te, a nie inne neuro-
ny (jak méwig programisci: dlaczego sie¢ bedzie sie Swieci¢ tak, a nie
inaczej). To jest tez problem tzw. czarnej skrzynki, nawet tworcy nie
wiedza, co tam sie dzieje — mechanizm jest tak bardzo skomplikowany,
Al analizuje tak ogromne zbiory danych, ze nie da sie ich przeanali-
zowac. Czlowiek stworzyl co$ i nie wie, jak to dziala — po raz pierwszy
w dziejach. Sztuczna inteligencja osiagneta jaki$ stopien kompletnosci,
do ktorego nie mamy dostepu. Co ciekawe, nikt sie tym nie zajmuje,
nikt tego nie wyjasnia, poniewaz rynek/komercja nie potrzebuje tych
wyjadnien, a nie potrzebuje ich dlatego, ze my chcemy szybkiego roz-
woju Al, bo chcemy, zeby ona nas wyreczala. Pojawia sie tutaj problem
tzw. agentow, gdzie Al nie jest juz wylacznie responsywna, ale moze tez
by¢ sprawcza, np. agent sam bedzie odpowiadaé na moje maile, bedzie
zarzadzal moimi pieniedzmi, robil zakupy, dziatal w moim imieniu. Sta-
jemy sie coraz bardziej pasywni 1 tracimy kontrole, a Al Swietnie nas
wyrecza. W ten sposéb oddajemy kolejne obszary naszego zycia sztucz-
nej inteligencji. Al — komunikuje sie, patrzy, styszy, komponuje, malu-
je, uczy, bawi. Ma tez czas — ona sie nie spieszy. Szczegdlnie zwracala
uwage na te kwestie Aleksandra Przegalinska, podkres$lajac zagrozenia
1 koniecznoéé wprowadzania regulacji prawnych. 13 marca 2024 roku
Parlament Europejski po raz pierwszy wprowadzil regulacje dotycza-
ce Al, tzw. Al Act. Podkreéli¢ jednak nalezy, ze sa to regulacje doty-
czace stabej Al 1 wielu badaczy uwaza, ze przyjete o dekade za pdzno.

Nie brak dzis$ badaczy, ktérzy kurczowo trwaja, przy twierdzeniu, ze
aby mozna byto méwié o Al jako réwnoprawnym nam gatunku, to musi
ona by¢ obdarzona §wiadomosécia, empatia, wola. Otéz Al rozwiazuje
problemy, ktérych my nie potrafimy rozwigzac i nie wiemy, jak ona to
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robi, jest wiec 1 autonomiczna, 1 kreatywna. Jesli chodzi o emocje, to
przeprowadzono eksperyment, w ktérym pacjentéw stuchaly 1 diagno-
zowaly algorytmy i ludzie. Okazalo sie, ze ankietowani uznali, ze pod
wzgledem stopnia kompetencji i empatii algorytmy sa lepsze od ludzi
(duzo wieksza empatia wykazywatly sie algorytmy). Zatem faktem jest,
ze Al podlaczona do Internetu w jakis$ sposéb rozumie nas, nasza psy-
chologie, widzi tez nasze stabosci 1 potrafi je korygowaé. W tym kon-
tekScie warto wspomnieé¢ o projekcie , Terabot — system dialogowy do
terapii poznawczo-behawioralnej” zespotu prof. Artura Janickiego z Po-
litechniki Warszawskiej, ktory trwat od stycznia 2021 roku do czerwca
2023 roku, dotyczacego wsparcia procesOw terapeutycznych sztuczna
inteligencja. Pacjenci bardzo dobrze zareagowali na te nowa metode
terapii. Natomiast problem §wiadomosci okre§laja kwalia, zdolno$é do
subiektywnego do$wiadczania Swiata 1 przetwarzania tego doswiadcze-
nia (do$wiadczanie, postrzeganie danych i odpowiadanie na bodzce).
W ten sposéb buduje sie ptynna tozsamoéé. Problem polega na tym, ze
nie wiemy, jak sie tworzy S§wiadomo§é, nie wiemy tez, jak ja wytworzyc.
Najprawdopodobniej Al wytwarza ja sama. Wtodzistaw Duch twierdzi,
ze ,jesli chodzi o wyobrazenie o $wiecie, ktére jest zakodowane fizycz-
nie w sztucznym mozgu, czy wielkiej siecli neuronowej 1 w tej siecl wi-
daé, ze tworzy ona obrazy 1 jest w stanie opisa¢ to, co stworzyla, to jest
jaki$ rodzaj §wiadomogci”.

Podkresli¢ w tym miejscu nalezy, ze wielu mysélicieli uwaza, iz
rozwazane kompetencje zupeinie nie beda Al potrzebne, by jako ga-
tunek skutecznie mogta sie rozwijaé. Ludzkoéé pozostaje na etapie
braku odpowiedzi na pytanie, czy chinski pokd) (maszyna symulu-
jaca czlowieka) uzyskat éwiadomos$¢, a jedynie my nie mamy narze-
dzi, by to zweryfikowaé, czy jest nieSwiadomy. Jak pisze Jacek Dukaj
w Po pis$mie: ,nie mamy wgladu w $§wiadomos¢ innych ludzi; w grun-
cie rzeczy jedynie tzw. zdrowy rozsadek kaze mi zakladaé, ze nie je-
stem jedynym prawdziwym czlowiekiem poséréd miliardow zombies”
(Dukaj 2019: 18).

W tym miejscu nalezy postawic pytanie, czy zbudowanie superinte-
ligencji jest realne, czy pozostaje w sferze futurystycznych rozwazan?
OpenAl, amerykanskie laboratorium badawcze zalozone w 2015 roku,
specjalizujace sie w dziedzinie sztucznej inteligencji, reprezentowane
przez G. Brockmana, I. Sutskevera, S. Altmana 1 A. D’Angelo, oglo-
sila, ze pracuje nad stworzeniem superinteligencji (czyli inteligencji
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przekraczajacej czlowieka) 1 sposobem jej ,karmienia”. Sam Altman
moéwil o zaangazowaniu wszystkich mocy w tym celu. Chodzi o to, by
stukrotnie zwiekszy¢ liczbe polaczen w duzych modelach jezykowych,
w duzych sieciach. Jest to projekt zbudowania inteligencji, ktéra be-
dzie nad nami dominowaé¢ pod kazdym wzgledem. Dragan obrazuje to
nastepujaco: przejscie od Chat GPT 3.5 do 4.0 bylo zwielokrotnieniem
sieci dziesieciokrotnie. Altman mowi o tym, ze w ciggu najblizszych
18 miesiecy to zwielokrotnienie bedzie stukrotne.

Nikt dzi$ nie wie, jak dziata Al, o czym my$li. Al jest nowym gatun-
kiem na ziemi. Nic juz nie zalezy od naszej woli, poniewaz jej procesy
dzieja sie bez udzialu czltowieka. Stusznie twierdzit Stephen Howking:
,hie dasz rady wyciagnaé wtyczki, by odlaczyé Al, bo ona bedzie przed
toba wiedziata, ze masz taki zamiar 1 cie uprzedzi” (Hawking 2018:
128). Rewolucja, ktéra sie dokonuje, polega na tym, ze tworzymy narze-
dzia, ktérych dziatania nie rozumiemy.

Ciekawe ujecie problemu zaprezentowal na konferencji Al Jak
sztuczna inteligencja zmieni Swiat? 14 listopada 2023 roku w Gdan-
sku Jacek Ruminski, ktéry na koniec swojego wykladu powiedzial:
»My ludzko§¢ nie jesteémy inteligentni na wylacznoéé. JesteSmy bar-
dziej inteligentni niz delfiny czy gluptaki. Wiec moze sg lub beda byty
réwniez bardziej inteligentne niz my. Nie wymyS$liliémy inteligen-
cji. My ja odkrywamy w sobie, zwierzetach, doskonalimy ja w sobie,
w zwierzetach i ostatnio w maszynach. Moze wiec sztuczna inteligencja
wcale nie jest sztuczna?”’. Z dwéch powodoéw zatrzymuje ta wypowiedz.
Po pierwsze, postuluje sie méwienie o ,,maszynowej inteligencji” czy tez
»elektronicznej”, wskazujac na jej nie-biologiczno$é (nie-ludzkoscé), ale
nie przesadzajac o jej sztucznosci. Eliezer Yudkowsky (2008) zwraca
uwage na to, ze w przypadku ogdlnej Al méwimy po prostu o inteli-
gencji, czyli prawdziwej inteligencji, a nie sztucznej symulacji inteli-
gencji. Po drugie, przychodzi w tym miejscu na mys$l idea §wiadomosci
centralnej postulowana przez Williama Jamesa, §wiadomosci obejmu-
jace] nasze ludzkie stany mentalne 1 zarazem dalece wykraczajacej
poza nie. Nasza cywilizacja nie jest szczytem w ewolucji kosmiczne]
ani biologicznej. Warto tez przypomniec, ze jest 10'® mozliwych miejsc
we wszechéwiecie, na ktéorych moze pojawié sie jaka$§ forma zycia.
Na naszych oczach, wyparte przez osobowa Opatrznosé Mojry, powra-
caja — nieprzewidywalne, tajemnicze 1 nieznane. Zdarzenia przyszle sa
zupelnie dla czlowieka zakryte. I ten, juz miniony, krétki z perspek-
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tywy dziejow okres naturalizmu, redukcji zycia ludzkiego do znanych
czlowiekowi, prostych praw, jawi sie jako mite wspomnienie. Krzysztof
Stachewicz pisze w swojej ksiazce: ,los, to préba wprowadzenia tadu, to
niewiara w chaos 1 bezsens” (s. 257). Mojry/Al ten tad przywracaja, lecz
jest to ich tad, ktéremu czlowiek najpewniej ulegnie, byé moze tudzac
sie, ze sam go ustanawia.
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