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ABSTRACT

Aim
This laboratory study was the first to investigate the links between four cardinal dispositional self-evaluation motives (self-motives) and accuracy of self-knowledge. Method. Participants were 178 people (i.e., 89 dyads of acquaintances) at a mean age of 24 years. The used measures were the Self-Motive Items (Gregg, Hepper & Sedikides) and the personality Q-sort QOS (Miciuk).

Results
Accuracy of self-knowledge correlated most strongly and positively with the self-assessment motive. In turn, self-enhancement was a negative correlate of accuracy. Response surface analyses (RSAs) supported hypotheses about discrepancies inside pairs of self-motives being predictors of accurate self-knowledge. Most importantly, compared with the other three motives, the accuracy of self-knowledge was higher in participants who scored lower in self-enhancement. Self-motives and their interconnections explained 22% of accuracy of self-knowledge.

Conclusion
The dispositional motive of self-enhancement is negatively related to the accuracy of self-knowledge. Nonetheless, self-enhancing people can still achieve relatively high levels of accuracy as long as their self-enhancement is not stronger than the other three motives. In general, self-motives are important predictors of accuracy of self-knowledge.
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**INTRODUCTION**

*Self-knowledge* denotes “an awareness of who we are, what we can do, and the limitations that we possess” (Strube, 2012, p. 397), usually expressed in broadly defined self-attributes. Back and Vazire (2012) define self-knowledge as “accurate explicit self-perceptions of how one regularly thinks, feels, and behaves, and awareness of how these patterns are interpreted by others” (p. 133). The typical way to probe the level of *accuracy of self-knowledge* is to measure *self–other agreement*, in other words, the correspondence between one’s *explicit self-views* and one’s reputation in the eyes of other people (Vazire & Carlson, 2010). In turn, *self-evaluation motives* (or simply *self-motives*) are self-regulatory motivational processes “relevant to the development, maintenance, and modifications of self-views” (Gregg, Hepper, & Sedikides, 2011, p. 840). The four cardinal self-motives are *self-enhancement* (i.e., the strive to see oneself positively; Alicke & Sedikides, 2009), *self-verification* (i.e., the urge to confirm one’s pre-existing self-views; Swann, Rentfrow, & Guinn, 2003), *self-assessment* (i.e., the motivation to know what one is honestly and genuinely like; Trope, 1986), and *self-improvement* (i.e., the desire to possess information which may be useful in the attempts to make oneself a person better than one currently is; Taylor, Neter, & Wayment, 1995).

Both accuracy of self-knowledge and self-motives may be considered in two ways, namely from a situational and a dispositional perspective. In the first case, we inquire: “Does this person, at this time, for this self-attribute, have a good reason to be accurate?” (Strube, 2012, p. 398). In the second case, the one of interest in this article, we are concerned with individual differences in self-motives (Gregg, Hepper, & Sedikides, 2011) and how they predict the overall accuracy of self-knowledge.

From the theoretical point of view (Sedikides & Strube, 1997), self-motives play an important regulatory role in the processing, selection and evaluation of information about oneself (see also: Gregg, Hepper, & Sedikides, 2011; Jankowski, 2006). In particular, self-assessment should provide timeliness of self-knowledge due to continuous self-monitoring and seeking for diagnostic information about the self. Self-verification should strengthen cognitive meta-scheme of the self, including both positive and negative self-attributes. Self-improvement should motivate proper diagnosis of oneself in the service of efforts to become a better person. Self-enhancement, however, should be related to bias in self-knowledge since it typically manifests as self-promotion (playing up positive attributes) or self-protection (playing down negative attributes) (Alicke & Sedikides, 2009). Thus, while all self-motives are associated with a preference for specific information, self-enhancement is particularly associated with selectivity in the service of the self and bias in self-knowledge (compare: Robins & John, 1997). According to Strube (2012, p. 400), “self-enhancement and its influence of self-knowledge might be thought of as the default or resting state of the self-system (when it is not being called upon to do something more important or demanding in the way of self-evaluation)”. This may be because there are substantial benefits and low costs of positively biased self-perceptions
in most everyday situations, such as those related to self-serving bias, the illusion of control, unrealistic optimism, and inflated self-esteem (Kruger, Chan, & Roese, 2009; Taylor & Brown, 1988). Therefore, it is understandable that most people generally score relatively high in dispositional self-enhancement (Gregg, Hepper, & Sedikides, 2011). Surprisingly enough, despite such a common tendency to self-enhance, meta-analyses report rather satisfactory levels of self-knowledge accuracy in various samples (Vazire & Carlson, 2010). If so, the simple idea that people accurate in their self-views must necessarily be low in self-enhancement is not convincing. It seems more reasonable to think that for some people, self-enhancement is probably an obstacle in achieving the accuracy of self-knowledge, whereas, for others, it is not. Whether (and how) individual differences in self-evaluation motives relate to the accuracy of self-knowledge has not yet been explored.

This study aimed to investigate how the overall accuracy of self-knowledge may be predicted by (mis)matches in theoretically meaningful pairs of dispositional self-motives. The first hypothesis regarded three pairs, each consisting of self-enhancement and one of the remaining self-motives. The author hypothesized that for a higher level of accuracy of self-knowledge, people should be higher in self-verification, self-assessment, and self-improvement when each of these motives is paired and compared with self-enhancement. In particular, self-verification should be higher than self-enhancement in order to provide self-schema including both positive and negative self-attributes. Self-assessment should be higher than self-enhancement in order to ensure that a person is seeking diagnostic information more than preferred positive information. Self-improvement should be higher than self-enhancement, because preferring information about what can be improved in one’s self is more conducive to critical thinking about the self than preferring information about what one is already great at.

Due to the above-mentioned functions of self-verification, self-assessment and self-improvement, these three self-motives should, each in their own way, contribute positively to the accuracy of self-knowledge. Hence, the second hypothesis regarded the remaining three possible pairs of self-motives, each pair consisting of two self-motives other than self-enhancement, and the author hypothesized that higher levels of self-motives in each such pair should predict higher levels of accuracy of self-knowledge. In addition to addressing the two hypotheses, this study aimed to determine the total variance of accuracy of self-knowledge explained by self-motives and their interconnections.

**METHOD**

**Participants**

One hundred seventy-eight people (65% women) took part in this study, i.e., eighty-nine dyads of acquaintances aged 18 to 55 years \(M = 23.99, SD = 5.32\). They were friends or colleagues who declared they knew each other well, but
were not family members nor romantic partners. They did not receive any remuneration for participating in this study. According to the power analysis (Faul, Erdfelder, Buchner, & Lang, 2009), this sample provided 0.99 power to detect a medium-sized ($f^2 = 0.15$) effect on $R^2$ (i.e., as a result of expanding a two main effects model to a polynomial model by the addition of the interaction and two quadratic terms in the regression analysis), or 0.50 power to detect a small-sized ($f^2 = 0.045520.04$) effect.

**Measures**

**Predictors: Self-motives**

Self-enhancement, self-verification, self-assessment, and self-improvement were measured with the Self-Motive Items by Gregg, Hepper and Sedikides (2011) in Polish translation by Miciuk and Oleś, i.e., a valid, short, and elegant self-report measure of individual differences in self-motives. Each self-motive was measured on a 7-point response scale (1 = totally disagree, 7 = totally agree) by two items concerning what one likes to hear and wants to discover about oneself (e.g. “In general, I LIKE to hear that I am a GREAT person” and “In general, I WANT to discover what I HONESTLY am like”).

**Outcome: accuracy of self-knowledge**

Accuracy of self-knowledge was probed as self–other agreement in the QOS (the Q-sort to measure Objectivity of Self-knowledge; Miciuk, 2020), based on the ACL (the Adjective Check List by Gough and Heilbrun, 1983). The QOS was constructed with the participation of six competent judges, who selected, out of 300 ACL items, personal characteristics that are particularly important to consider when assessing the accuracy of self-perceptions (selection criteria included manifestation of personal characteristic in social interactions and its availability for external observers). If an item was chosen by at least four of the six judges, it was included in the Q-sort deck, which finally consisted of 83 adjectives denoting various personal characteristics (e.g. “ambitious”, “egoistic”, “sexy”, “mature”, “reflective”, and “sociable”). In the QOS, as in a typical Q-sort measure, a respondent is asked to sort (according to a given criterion) all items into piles of different sizes so that their arrangement resembles normal distribution (Block, 2008). Therefore, the QOS enforces a more balanced and well-thought-out psychological description than personality questionnaires, as every item must be weighed (juxtaposed with the rest of the items) before deciding where to place it (Miciuk, 2020). Following the rules formulated by Funder and colleagues (Riverside Accuracy Project, 2016), first, respondents had to sort all 83 items into three categories (piles): **uncharacteristic**, **neutral**, and **characteristic**. Next, respondents had to sort all items into nine categories (piles), from 1 (**extremely uncharacteristic**) to 9 (**extremely characteristic**). Respondents were free to move the items between all nine categories (i.e., the preliminary sorting was not binding) and to change their decisions until they decided that the sorting was done.
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Procedure

Participants were recruited by means of advertisements inviting them to participate in the study and via snowball sampling (Goodman, 1961) and they entered the laboratory in dyads of acquaintances. Each participant worked in a separate room, and the time for finishing tasks was indefinite. In round 1, participants were asked to sort the QOS items in order to describe themselves (self-report of one’s own personal characteristics). In round 2, participants filled in the Self-Motive Items unobtrusively embedded in a battery of unrelated measures. In round 3, participants sorted the QOS items in order to describe their dyad acquaintances (one’s estimation of his/her acquaintance’s personal characteristics). All respondents were assured that they would never know how their dyad acquaintances described them. Q-sortings were performed on computers using the Q-sorter Program software developed by Funder and colleagues (Riverside Accuracy Project, 2016).

Data analysis

Guided by Cronbach’s critique of the differential scores (1955) and Block’s recommendations for Q-methodology (2008), Pearson’s $R$ correlation between self- and other-sorting in the QOS quantified self-other agreement (compare: Brauer & Proyer, 2020; Funder & West, 1993), i.e., the indicator of the accuracy of self-knowledge.

Quadratic polynomial regression and response surface analyses (RSAs) were conducted with the use of RSA package in R software (Schönbrodt, 2016) in order to check how agreement and discrepancy (i.e., degree and direction) inside six pairs of predictors (self-motives) related to the outcome variable (accuracy of self-knowledge). RSA is “an approach designed to answer questions about how (mis)matching predictors relate to outcomes while avoiding many of the statistical limitations of alternative, often-used approaches” (Barranti, Carlson, & Côté, 2017, p. 465; compare: Edwards, 2002; Humberg, Nestler, & Back, 2019). In line with recommendations by Barranti, Carlson, and Côté (2017), predictor variables were from one common conceptual domain (self-motives) and were all assessed on an identical response scale (1–7). First, the scores in predictors were evaluated for the presence of discrepancies inside pairs of self-motives. Second, the outcome variable $Z$ (accuracy of self-knowledge) was (for three pairs of $X$ and $Y$ self-motives separately) regressed on to: centered predictors $X$ and $Y$, centered predictors $X$ and $Y$ squared, and cross-products of centered predictors $X$ and $Y$. Finally, model significance was assessed, response surface was generated, and its coefficients $a_1$-$a_4$ were analyzed to enable psychological interpretation. The response surface is defined by the line of congruence and the line of incongruence (see figure 1, p. 161; compare: Barranti, Carlson & Côté, 2017). The line of congruence is described by coefficients $a_1$ (slope) and $a_2$ (curvature). The outcome may be higher (positive $a_1$) or lower (negative $-a_1$) when both predictors match at higher levels, as compared with lower levels. What is more, the outcome may be
higher \(+\alpha_2\) or lower \(-\alpha_2\) when both predictors match at more extreme levels, as compared with midrange levels. In turn, the line of incongruence is described by coefficients \(a_3\) (slope) and \(a_4\) (curvature). The outcome may be higher \(+a_3\) or lower \(-a_3\) when first predictor is higher than second predictor than when second predictor is higher than first predictor. The outcome may be also higher \(+a_4\) or lower \(-a_4\), the more both predictors deviate from one another (Barranti, Carlson, & Côté, 2017; Miciuk & Dubas-Miciuk, 2020).

RESULTS

Descriptive Statistics and Correlations between Variables

Table 1 presents descriptive statistics and correlations between variables. Self-assessment was the self-motive most strongly and positively related to the accuracy of self-knowledge (probed as self–other agreement in the QOS; Miciuk, 2020). This finding is consistent with the theoretical meaning of self-assessment, i.e., the motive to seek the truth about oneself (Strube, 2012). Not surprisingly, self-enhancement was a negative correlate of accuracy. As shown by the semi-partial correlations, self-verification did correlate with accuracy and self-improvement did not, when controlling their common variances with the other three self-motives (check table 1 for details).

Table 1

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean</th>
<th>SD</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Self-Enhancement</td>
<td>5.38</td>
<td>1.21</td>
<td>[.69]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Self-Verification</td>
<td>4.74</td>
<td>1.30</td>
<td>.24**</td>
<td>[.67]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Self-Assessment</td>
<td>5.99</td>
<td>.93</td>
<td>.07</td>
<td>.02</td>
<td>[.62]</td>
<td></td>
</tr>
<tr>
<td>4. Self-Improvement</td>
<td>5.46</td>
<td>1.10</td>
<td>.12</td>
<td>.24**</td>
<td>0.29***</td>
<td>[.60]</td>
</tr>
<tr>
<td>5. Accuracy of Self-Knowledge</td>
<td>.47</td>
<td>.17</td>
<td>-.18*</td>
<td>.13†</td>
<td>0.34***</td>
<td>.15*</td>
</tr>
</tbody>
</table>

Note. Spearman-Brown split-half reliability coefficients are presented on the diagonal in square brackets. Semi-partial correlations between accuracy of self-knowledge and each self-motive (when controlling the other three self-motives) are presented in round brackets. Measures 1–5 did not correlate with sex and age.

\(N = 178\), *** \(p < .001\), ** \(p < .01\), * \(p < .05\), † \(p < .10\)
Variance of Accuracy of Self-Knowledge Explained by Each Pair of Self-Motives Separately

Response surface analyses (RSAs) revealed more complex, nuanced effects of self-motives on the accuracy of self-knowledge. As shown in table 2, five out of six polynomial regression models (i.e. models A-E), in which predictors were different pairs of self-motives, yielded significant effects ($R^2$ from .10 to .17) on the outcome variable (accuracy of self-knowledge). Regression coefficients were then used to estimate response surface coefficients $a_1$–$a_4$ for each model’s line of congruence and line of incongruence separately (table 2, p. 160). Figure 1 presents the response surfaces for models A-E.

As regards the first hypothesis, the results were consistent across models A-C, where the pairs of predictors consisted of self-enhancement plus another self-motive (see figure 1). For the lines of incongruence, the significant negative values of $a_3$ indicated that accuracy of self-knowledge was higher when the discrepancy was such that self-enhancement was lower than another self-motive rather than vice versa.

As regards the second hypothesis, the results were consistent across models D-E. For the lines of congruence, the significant positive values of $a_1$ indicated that accuracy of self-knowledge was higher when both self-motives matched at higher levels, as compared with lower levels. In other words, high accuracy corresponded with high self-assessment and self-verification, as well as with high self-assessment and self-improvement (see figure 1, p. 161). Model F (self-improvement and self-verification) would probably demonstrate a very similar pattern if this model reached statistical significance (check table 2 for details).

Total Variance of Accuracy of Self-Knowledge Explained by Self-Motives


$$T_i – T_{14} \ (i \text{ from 2 to 14})$$

were in replaced with their residuals. More precisely, for $i = 2$, res$_{T_2} = \text{residual}(T_2 \sim T_1)$; for $i = 3$, res$_{T_3} = \text{residual}(T_3 \sim T_1 + \text{res}_T_2)$; and, for each $i > 3$, res$_{T_i} = \text{residual}(T_i \sim T_1 + \text{res}_T_2 + \ldots + \text{res}_T_{i-1})$. Such saturated (full) model (SOA $\sim T_1 + \text{res}_T_2 + \ldots + \text{res}_T_{14}$) was significant [$R^2 = .27$ (adjusted $R^2 = .20$); $F(14, 163) = 4.23; p < .001$].
Regression analyses and response surface analyses – predicting accuracy of self-knowledge (outcome) by the (in)congruences inside six pairs of self-evaluation motives (predictors X and Y).

<table>
<thead>
<tr>
<th>Outcome Z: Accuracy of Self-Knowledge</th>
<th>Polynomial Regression Analysis coefficients</th>
<th>Response Surface Analysis coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predictor X</td>
<td>Predictor Y</td>
<td>$b_0$</td>
</tr>
<tr>
<td>Model A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-Enhancement</td>
<td>Self-Verification</td>
<td>.51</td>
</tr>
<tr>
<td>Model B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-Enhancement</td>
<td>Self-assessment</td>
<td>.46</td>
</tr>
<tr>
<td>Model C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-Enhancement</td>
<td>Self-Improve-ment</td>
<td>.49</td>
</tr>
<tr>
<td>Model D</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-Assessment</td>
<td>Self-Verification</td>
<td>.46</td>
</tr>
<tr>
<td>Model E</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-Assessment</td>
<td>Self-Improve-ment</td>
<td>.47</td>
</tr>
<tr>
<td>Model F</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-Improve-ment</td>
<td>Self-Verification</td>
<td>.47</td>
</tr>
</tbody>
</table>

Note. N = 178. All coefficients unstandardized. $b_0$ = constant; $b_1 = X$; $b_2 = Y$; $b_3 = X^2$; $b_4 = X*Y$; $b_5 = Y^2$; slope of the line of congruence $a_1 = b_1 + b_2$; curvature of the line of congruence $a_2 = b_3 + b_4 + b_5$; slope of the line of incongruence $a_3 = b_1 - b_2$; curvature of the line of incongruence $a_4 = b_3 - b_4 + b_5$.

Levels of significance (p-values) in square brackets. Significant statistics in bold.
Figure 1. Response surfaces (models A-E) – predicting accuracy of self-knowledge (outcome) by the (in) congruences inside five pairs of self-evaluation motives (predictors X and Y). Along the surfaces, the lines from (-2, -2) to (2, 2) and the lines from (-2, 2) to (2, -2) represent the lines of congruence and incongruence, respectively.
Backward stepwise regression gradually eliminated terms from the full model one by one to find a model that best explained the data, i.e., the reduced model \[ R^2 = .25, \text{adjusted } R^2 = .22; F(7, 170) = 8.29, p < .001 \] including five significant terms and 2 terms at the level of the statistical trend (constant: .61, \( p < .001 \); res_self-enhancement: \( B = -.03, p = .008 \); res_self-verification: \( B = .02, p = .008 \); res_self-assessment: \( B = .06, p < .001 \); res_self-enhancement\(^2\): \( B = -.02, p = .013 \); res_self-improvement*res_self-verification: \( B = .02, p = .036 \); res_self-enhancement*res_self-improvement: \( B = -.02, p = .060 \); res_self-verification*res_self-assessment: \( B = -.02, p = .081 \)). The differences between variances of accuracy of self-knowledge explained by the reduced model and the saturated (full) were not significant (\( F \) of change = 1.78, \( p = .180 \)).

The remaining possible interactions of self-motives were trios (T\(_{15}\): self-enhancement*res_self-assessment*res_self-verification, T\(_{16}\): self-enhancement*res_self-improvement*res_self-verification, T\(_{17}\): self-enhancement*res_self-improvement*res_self-assessment, T\(_{18}\): res_self-verification*res_self-assessment*res_self-improvement) and a quartet (T\(_{19}\): self-enhancement*res_self-verification*res_self-assessment*res_self-improvement). To explore whether taking them into account would increase the amount of explained variance of the outcome variable, their residuals were included as the additional terms in the second step of regression analysis as an attempt to supplement the reduced model. The change in the explained variance of accuracy of self-knowledge was nonsignificant \[ F_{\text{change}}(5, 165) = .36, p = .872 \] and the regression coefficients of the additional terms were nonsignificant too \( B_s: -.013 \text{ to } .000, p_s: .232 \text{ to } .989 \). As a result, the reduced model including seven terms (self-motives and their interconnections) turned out to be the final one, explaining 22% of the accuracy of self-knowledge variance.

**DISCUSSION**

Self-motives are usually theorized as working in concert rather than operating separately (Bosson & Swann, 2001; Oleś * Drat-Ruszczak, 2008; Strube, 2012). The findings of this study are in line with this claim and also fall into the discussion on the implications of overly positive self-perceptions (Colvin, Block, & Funder, 1995; Strube, 2012; Taylor & Brown, 1988) and on accuracy and bias in self-knowledge (Djikic, Peterson & Zelazo, 2005; Hardaker & Tsakanikos, 2021; Kruger, Chan & Roese, 2009; Vazire & Carlson, 2010). In line with the first hypothesis, (mis)matches in the three theoretically justified pairs of self-motives (with self-enhancement present in each of these pairs) predicted accuracy of self-knowledge, measured as self–other agreement in a personality Q-sort (Miciuk, 2020). Specifically, the accuracy of self-knowledge was higher when self-enhancement was lower than the other self-motive paired with it. Considering self-motives at the dispositional level, these findings suggest that to be closer to accurate self-knowledge, one should probably seek less to see oneself positively than to confirm pre-existing self-views (not only positive but also negative ones), find honest information about oneself, and collects information which may help
in one’s attempts to become a better person. In line with the second hypothesis, accuracy of self-knowledge was higher when self-assessment paired with self-verification, and self-assessment paired with self-improvement, matched at higher levels, as compared with lower levels. The amount of the accuracy of self-knowledge variance explained by self-verification paired with self-improvement was too small to reach the level of statistical significance. However, the product of self-improvement and self-verification turned out to be a significant term in the final regression model, which explained 22% of the accuracy of self-knowledge variance by self-motives and their interconnections. Hence, the relationships between self-motives and the accuracy of self-knowledge appear to be nuanced beyond simple linear correlations.

This study was the first to investigate the relationship between dispositional self-motives and the general level of accuracy of self-knowledge. Notably, the latter was measured using Q-methodology, which is effortful but valuable in self- and other- perceptions studies. Since the results of RSAs were conclusive and consistent, they challenge the popular claim that because most self-knowledge is context-dependent, “simple questions about accuracy and bias are largely off the mark” (Strube, 2012, p. 400). Nevertheless, future studies should investigate potential moderators of the relationships presented in this paper, such as self-attribute centrality or modifiability (compare Strube, 2012). For example, measurement of the less/more central self-attributes may presumably translate into lower/higher regression coefficients.

This study had some limitations. First, although statistical power was acceptable (compare: Faul, Erdfelder, Buchner, & Lang, 2009), it could have been better, i.e., allowing smaller effects detection. Second, self-motives were measured in self-report. Third, measured self-knowledge surely did not sample broadly from its all domains. Fourth, participants were Polish adults only. Future research with other domains of self-knowledge, other (than self–other agreement) measures of its accuracy, other populations, and non-self-report measures of self-motives will be indispensable for the generalizability of these findings.

In the title of one of their works, Sedikides and Strube (1997) proposed a pictorial metaphor of self-evaluation processes: “To thine own self be good, to thine own self be sure, to thine own self be true, and to thine own self be better”. To paraphrase their words in summarizing the findings of this study, for accurate self-perceptions it may be better if a person strives for a “good” self to a lesser extent than for a “sure”, “real” and “better” self (compare: James, 1990).
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