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A b s t r a c t

Barley variety identification is a complex and economically significant task. The identification 
of two-row and six-row grains is particularly important due to their different characteristics, such 
as protein and starch content, which have specific implications in different applications. This paper 
evaluates the effectiveness of discriminating between two-row and six-row barley grains using 
Hu moment invariants and Zernike moments in combination with various classifiers including 
linear and SVM classifiers with linear, RBF, polynomial, and sigmoid kernels. The application 
of Zernike moments and an SVM classifier using an RBF kernel achieved an accuracy level of 99.2%. 
In comparison, the application of Hu’s moment invariants resulted in an accuracy of 98.5%.

Introduction

Barley is one of the world’s oldest and most important crops (along with 
wheat, rice, and maize) (Ramage 2011). It plays a significant role in the global 
economy, particularly as animal feed (which accounts for approximately 70% 
of barley harvests), in malt and alcohol production (about 21% of barley harvests), 



Technical Sciences	 27, 2024

56	 Karolina Szturo

as a basis for nutritional products (to a lesser extent) (Marcus 2013), and more 
recently as a feedstock for biofuel production (Griffey et al. 2010). In 2022, global 
barley production exceeded 154 million tons (World Barley production. 2023).

Barley is one of the most genetically diverse cereals (Gozukirmizi, Karlik 2017). 
It is classified into two types based on its processing applications: feed and malt. 
Further classification is based on several factors, including planting season (spring 
and winter), the number of fertile spikelets (two-row and multi-row), and the presence 
or absence of husks (hulled or naked) (Rogalska 2011). Grains from different barley 
varieties often differ significantly in terms of physical characteristics and composition. 
As a result, they have different processing properties and affect the quality of the 
final product (Baik, Ullrich 2008).

Barley grains are characterized by an elongated shape, often described as “spindle-
shaped”, meaning that they are narrowest at the base and tip, and wider in the 
middle. The shape of two-row barley grains is similar to a symmetrical ellipsoid 
(Fig. 1a) (Hebda, Micek 2007). Typically, two-row barley grains are shorter and 
thicker and have a higher starch content. In contrast, grains of six-row varieties 
usually appear asymmetric and twisted (Fig. 1b) (Fitzsimmons, Wrigley 1985). 
Six-row barley grains are longer and tend to contain more protein and less starch 
than their two-row counterparts.

Fig. 1. Digital images of grains: a – two-row, b – six-row

The quality of grain delivered to processing companies is a critical factor 
determining the quality of the final product. Purchasing inferior grain can render 
part or all of a batch unusable in the production process, potentially generating 
significant losses for the producer.

Traditionally, the quality of barley is assessed by visual inspection by an expert. 
This method is time-consuming, limited to a certain sample size (100 g of grain 
collected according to proper procedures), and prone to human error. To ensure 
the repeatability of the tests and accelerate the grain evaluation and classification 
process, it is essential to automate the evaluation using image analysis.
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The topic of discriminating barley varieties using image analysis covers 
a wide range. Szczypiński et al. (2015) applied attributes of shape, color, and 
texture to identify 11 varieties of two-row barley. Discriminant analysis was 
used along with a set of linear classifiers and an artificial neural network, with 
an accuracy of 86%.

Kozłowski and Szczypiński (2019) conducted studies using nine imple-
mentations of convolutional neural networks (CNNs) to identify varieties of bar-
ley grains. They successfully achieved an accuracy level of 93%. The research 
material consisted of barley grains belonging to six two-row varieties: Blask, 
Bordo, Conchita, Kormoran, Mercada, and Signora. These studies illustrate 
the potential of CNNs to improve the accuracy of grain variety identification, 
contributing to more efficient agricultural practices and processing methods.

Shi et al. (2022) distinguished between two-row and six-row barley varieties 
in their research. They used three varieties of six-row barley and some varieties 
of two-row barley for analysis. The study was divided into two parts: identifying 
the variety based on the image of a single grain and identifying the variety based 
on images containing multiple grains (images with different numbers of grains). 
Using the YOLOv5x6 network, they achieved an accuracy of 98.4% for single 
grains and 58.9% for the multi-grain dataset. This work focused on detecting 
specific varieties rather than classifying groups of two-row and six-row grains.

The application of Hu’s moment invariants and Zernike moments as shape 
descriptors for the identification, evaluation, and recognition of various plant- 
-based objects can often be found in the scientific literature. An example of such 
application is the use of Zernike moments for leaf identification of various plant 
species by research groups such as Saleem et al. (2019), Pallavi and Veena 
Devi (2014), Tyystjärvi et al. (2011), Salve et al. (2016), and Tsolakidis et al. 
(2014). Meanwhile, Hu’s moment invariants were used by Lukic et al. (2017), 
Du et al. (2013), and Khairnar and Khan (2022) for leaf recognition in their 
studies.

In grain shape analysis, most of the publications are concerned with rice grain 
discrimination, such as in the works of Wee et al. (2002, 2006, 2009), where the 
application of Zernike moments, genetic algorithm, and multilayer perceptron 
(MLP) resulted in a recognition efficiency of 93.25%, and after modifications, 
96.5% in the identification of damaged rice grains.

Kurtulmuş et al. (2016) used both Hu’s moment invariants and Zernike 
moments for the classification of eight varieties of pepper seeds. An MLP 
network consisting of 30 neurons in the hidden layer was constructed, and an 
accuracy of 84.94% was achieved using sequential feature selection and a robust 
backpropagation algorithm.

For the analysis of barley grains, Hu’s moments invariants were used in the 
study by Adjemout et al. (2007). The study presented the results of automatic 
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analysis of maize, oat, barley and lentil grains. The combination of shape and 
texture features yielded an efficiency of 89.25%.

In the study by Szturo (2023), the results obtained for Zernike moments 
and Hu’s moment invariants for detecting damage in barley grains, such as 
separating broken grains and grains with ruptured embryos from healthy 
ones, were compared. Accuracy levels of 99.8% and 99.7% were achieved for 
distinguishing healthy grains from halves and healthy grains from ruptured 
embryos, respectively.

The use of Hu’s moment invariants and Zernike moments for the discrimination 
of barley grain varieties has not been described in the literature. Due to the good 
results of classification of other plant objects (such as leaves, rice grains, and 
bell pepper grains) obtained using these methods in the works of other authors, 
it was decided to analyze the possibility of application to the recognition of groups 
of two-row and six-row barley varieties.

This study focuses on identifying groups of two-row and six-row grains (without 
identifying individual varieties). The aim of this work is to compare methods 
for detecting the shape of two-row and six-row barley, based on moments (Hu’s 
moment invariants and Zernike moments) combined with five types of classifiers. 
Therefore, it was possible to choose the best method to discriminate between 
the two groups of barley varieties.

Methods

Moment invariants are methods that have been successfully used to recognize 
the shapes of various objects and have been used in applications such as the 
classification of citrus leaves (Qadri et al. 2019) and pepper seeds (Kurtulmuş 
et al. 2016). Given their advantages, they also appear to be suitable for discrim-
inating between two-row and six-row barley grains. The robustness of moment 
invariants in capturing shape characteristics makes them ideal for applications 
where precision in morphological differentiation is critical.

Moment invariants are among the most popular methods for extracting feature 
vectors that are invariant to RTS transformations (rotation, translation, and 
scaling). The basis of this approach is to describe objects using a set of measurable 
quantities called invariants (Flusser et al. 2009). An image moment is defined 
as the integral of the image function 𝑓(𝑥, �) over a polynomial basis, specified 
for a given region of interest (ROI) (Babatunde et al. 2014). Two-dimensional 
central moments of order 𝑝+𝑞 with coordinates centered at the centroid (𝑥̅𝑥, 𝑦̅𝑦)   
are calculated using the formula:

	 𝜇𝜇𝑝𝑝𝑝𝑝 = ∫ ∫ (𝑥𝑥 − 𝑥̅𝑥)𝑝𝑝(𝑦𝑦 − 𝑦̅𝑦)𝑞𝑞
∞

−∞

∞

−∞
𝑓𝑓(𝑥𝑥, 𝑦𝑦) 𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑 	 (1)
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where:

𝑥̅𝑥 = 𝑚𝑚10
𝑚𝑚00

 ,

𝑦̅𝑦 = 𝑚𝑚01
𝑚𝑚00

 .

The following sections describe Hu’s moment invariants and Zernike moments, 
which are used to extract characteristic features from images. These allow 
to compare objects, classify and detect patterns based on their shape or brightness 
distribution in the image.

Hu’s moment invariants

In 1962, Hu (Sabhara 2013) derived a set of seven complex moment invariants 
based on the theory of algebraic functions. Hu’s moment invariants are a set 
of image features calculated from normalized central moments (2):

	 𝜂𝜂𝑝𝑝𝑝𝑝 =
𝜇𝜇𝑝𝑝𝑝𝑝
𝜇𝜇00
𝛾𝛾 , where 𝛾𝛾 = 𝑝𝑝+𝑞𝑞+2

2  for 𝑝𝑝 + 𝑞𝑞 = 2, 3… 	 (2)

These properties remain invariant to image transformations such as trans-
lation, scaling, rotation and reflection. In particular, the seventh Hu’s moment 
invariant (h7) changes sign upon reflection. This property ensures that the 
features provide consistent and reliable image analysis across different trans-
formations, which is crucial for applications in pattern recognition and digital 
imaging where orientation and size can vary.

Hu’s moments are calculated using specific formulas (3) (Huang, Leng 2010): 

ℎ1 = 𝜂𝜂20 + 𝜂𝜂02 

ℎ2 = (𝜂𝜂20 − 𝜂𝜂02)2 + 4𝜂𝜂11
2  

ℎ3 = (𝜂𝜂30 − 3𝜂𝜂12)2 + (3𝜂𝜂21 − 𝜂𝜂03)2 

ℎ4 = (𝜂𝜂30 + 𝜂𝜂12)2 + (𝜂𝜂21 + 𝜂𝜂03)2 

ℎ5 = (𝜂𝜂30 − 3𝜂𝜂12)(𝜂𝜂30 + 𝜂𝜂12)[(𝜂𝜂30 + 𝜂𝜂12)2 − 3(𝜂𝜂21 + 𝜂𝜂03)2] 

            +(3𝜂𝜂21 − 𝜂𝜂03)(𝜂𝜂21 + 𝜂𝜂03)[3(𝜂𝜂30 + 𝜂𝜂12)2 − (𝜂𝜂21 + 𝜂𝜂03)2] 

ℎ6 = (𝜂𝜂20 − 𝜂𝜂02)[ (𝜂𝜂30 + 𝜂𝜂12)2 − (𝜂𝜂21 + 𝜂𝜂03)2] + 4𝜂𝜂11(𝜂𝜂30 + 𝜂𝜂12) (𝜂𝜂21 + 𝜂𝜂03) 

ℎ7 = (3𝜂𝜂21 − 𝜂𝜂03)(𝜂𝜂30 + 𝜂𝜂12)[ (𝜂𝜂30 + 𝜂𝜂12)2 − 3(𝜂𝜂21 + 𝜂𝜂03)2]  

−(𝜂𝜂30 − 3𝜂𝜂12) (𝜂𝜂21 + 𝜂𝜂03)[3(𝜂𝜂30 + 𝜂𝜂12)2 − (𝜂𝜂21 + 𝜂𝜂03)2] 		  (3)



Technical Sciences	 27, 2024

60	 Karolina Szturo

With the obtained magnitudes of features h1-h7 having a wide range of values 
(and therefore may not be comparable), the logarithmic transformation expressed 
by equation (4) must first be used to perform the analysis: 

	 𝐻𝐻𝑖𝑖 = −sign(ℎ𝑖𝑖)log⁡ |ℎ𝑖𝑖| 	 (4)

As a result, the logarithmic transformation transforms the original values 
of the Hu’s moments in such a way as to preserve directional information and 
balance the distribution of values. It is important to ensure that the values of the 
original Hu’s moment sign are preserved. Negative values of Hu’s moments may 
include additional information about the shape of objects, such as symmetry 
or torsion.

Zernike moments

Hu’s moment invariants perform adequately for images under translation, 
scaling, rotation and reflection, but they do not have orthogonal properties. 
Orthogonality in this context is understood as “the decomposition of an object 
into individual and uncorrelated components to simplify its analysis” (Martín 
et al. 2010).

The approach proposed by Teague (1980) aimed to address the issue of non- 
-orthogonality in Hu’s moment invariants by applying orthogonal moments, 
specifically Zernike moments (Ze). Zernike moments represent the projection 
of an image function f(x, y) onto a set of Zernike polynomials (Asli et al. 2019), 
which are described as “complex, orthogonal polynomials forming a basis 
for integrable functions over the unit disk surface” (Luckner 2008). These 
polynomials provide a convenient means of decomposing an image into a series 
of uncorrelated features, thereby simplifying the analysis and improving the 
robustness and accuracy of feature extraction in image processing tasks.

Formally, Zernike polynomials are defined as (Marouf, Faez 2013):

	 𝑉𝑉𝑛𝑛𝑛𝑛(𝑥𝑥, 𝑦𝑦) = 𝑅𝑅𝑛𝑛𝑛𝑛(𝑥𝑥, 𝑦𝑦)𝑒𝑒𝑗𝑗𝑗𝑗 tan−1(𝑦𝑦𝑥𝑥) 	 (5)

for 𝑥𝑥2 + 𝑦𝑦2 ≤ 1, 𝑛𝑛 ≥ 0, |𝑚𝑚| ≤ 𝑛𝑛 and radial polynomials {𝑅𝑅𝑛𝑛𝑛𝑛} 

	 𝑅𝑅𝑛𝑛𝑛𝑛 = ∑ 𝑆𝑆𝑛𝑛,|𝑚𝑚|,𝑠𝑠(𝑥𝑥2 + 𝑦𝑦2)
𝑛𝑛−2𝑠𝑠
2

(𝑛𝑛−|𝑚𝑚|)/2

𝑠𝑠=0
 	 (6)

	 𝑆𝑆𝑛𝑛,|𝑚𝑚|,𝑠𝑠 = (−1)𝑠𝑠
(𝑛𝑛 − 𝑠𝑠)!

𝑠𝑠! (𝑛𝑛 + |𝑚𝑚|
2 − 𝑠𝑠) ! (𝑛𝑛 − |𝑚𝑚|

2 − 𝑠𝑠) !
 	 (7)
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Zernike moments of the n-th order with m repetitions can be calculated 
using the formula:

	 𝑍𝑍𝑍𝑍𝑛𝑛𝑛𝑛 = 𝑛𝑛 + 1
𝜋𝜋 ∑∑𝑓𝑓(𝑥𝑥, 𝑦𝑦)𝑉𝑉𝑛𝑛𝑛𝑛∗ (𝑥𝑥, 𝑦𝑦)

𝑦𝑦𝑥𝑥
 	 (8)

The moments determined in this way are characterized by orthogonal 
properties, which means that are independently of the choice of one Zernike 
function and there is no correlation with other functions. In this way, Zernike 
moments allow the decomposition of an object’s shape into independent 
components, which simplifies shape analysis. Zernike moments are characterized 
by rotation and scaling invariance, as well as robustness to noise and deformation 
present in the image (Mishra et al. 2017). Furthermore, they have a concrete 
geometric interpretation reflecting the shape features of the object. Zernike 
moments analysis allows the description of many object shape features such 
as symmetry, size, shape, orientation, stretch, obliquity, kurtosis, etc., making 
them successfully used for quantifying and comparing object shapes.

Evaluation Metrics for Classification

To evaluate the quality of classification in this study, measures such as 
accuracy, recall, precision (PPV), F1, F1 macro average and specificity were used. 

The most common measure used to evaluate the quality of a classification 
model is accuracy (PPV). It determines the number of correctly classified objects 
relative to the size of the total set and is calculated using the formula (Sokolova, 
Lapalme 2009):

	 ACC = TP + TN
TP + TN+ FP + FN 	 (9)

where:
TP	 – true positives, 
TN	– true negatives, 
FP	 – false positives, 
FN	– false negatives.

Another commonly used metric is sensitivity (also known as recall or true 
positive rate, TPR), which is the number of true positives relative to the total 
number of true positives and false negatives (TP + FN) and is calculated using 
the formula: 

	 TPR = TP
TP + FN 	 (10)
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The specificity or true negative rate (TNR), on the other hand, is the number 
of cases correctly classified as negative relative to the number of all true negatives 
and false positives (TN+FP):

	 TNR = TN
TN+ FP 	 (11)

Precision (positive predictive value, PPV) is the proportion of cases classified 
as positive (TP+FP) that are correctly assigned to their class:

	 PPV = TP
TP + FP 	 (12)

When selecting a classification model with different measures of precision 
and specificity, it is useful to determine the F1 index, which is the harmonic 
mean of PPV and TPR:

	 𝐹𝐹1 = 2 ∙ PPV ∙ TPR
PPV + TPR = 2 ∙ precision ∙ recall

precision + recall 	 (13)

The F1 macro average is calculated as the arithmetic average of the F1 results 
for all classes. Each class, regardless of the number of samples it represents, 
has the same significance in the calculation of this metric.

	 𝐹𝐹1macro_average =
1
𝑘𝑘∑𝐹𝐹1𝑖𝑖

𝑖𝑖
 	 (14)

where:
k	– number of cases,
i	 – class index.

Each of these metrics provides different information about model performance 
and helps identify areas for improvement. A high precision value indicates fewer 
false positives, while a high recall value indicates successful identification of most 
true positives. Taken together, these metrics provide a comprehensive evaluation 
of the classification model.

Materials

In this study, barley grains representing two-row varieties: Bordo, Fariba, 
and Kormoran, and six-row varieties: Zenek, Kobuz, and Wintmalt, were 
utilized. This material was obtained under the project number NCBR PBS3/
A8/38/2015, entitled “Development of industrial methods of automatic evaluation 
of technological parameters and classification of grain using image analysis”. 
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The grain images were obtained using a prototype assessment and classification 
device with identical lighting conditions, a resolution of 1292×964 pixels, and 
a high-contrast background (Lampa et al. 2016). The setup included CCD Mako 
G-125C digital cameras with FL-CC1614-2M lenses equipped with LED ring lights 
(Lampa et al. 2016). The barley grains were placed in the device on a rotating 
transparent glass transport disk with a radius of 10 cm, coming from a linear 
vibratory feeder. As the grain passed through the acquisition field, an optical 
sensor triggered the cameras. The images were then analyzed. The images were 
used to train and test convolutional neural networks, as described in publications 
(Dolata, Reiner 2018, Kozłowski et al. 2019, Lampa et al. 2016, Zapotoczny 
et al. 2020).

Table 1
Number of barley kernel images used in the training and testing process

Varieties
Number of images

Total
training dataset testing dataset

Two-row kernels
Bordo 540 540

3,256Fariba 550 550
Kormoran 538 538

Six-row kernels
Zenek 520 520

3,200Kobuz 575 575
Wintmalt 505 505

Total 3,228 3,228 6,456

The set of digital images of barley grains was divided into a teaching and 
a testing datasets according to the information in Table 1. A total of 6,456 images 
of two-row and six-row barley grains were used for the analysis.

Results

To compute Hu’s-moment invariants and Zernike moments, the Python 
programming language and libraries such as Mahotas and OpenCV were used. 
A series of morphological operations were performed on the image. Once the 
contours have been determined, Hu’s moments are calculated using a function 
from the OpenCV library. For the Zernike moments, a circle was defined on 
the perimeter of the grain contours, with the center at the centroid of the 
grain. Within this circle, the absolute values of the Zernike moments (Ze) are 
calculated for a given polynomial degree d and returned as a feature vector 
of varying lengths: 12 for d = 5, 25 for d = 8, 36 for d = 10, 72 for d = 15, 121 for 
d = 20, etc. The moments are not calculated for pixels outside the defined circle 
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area, so it is important to set the radius size accurately. In this case, the radius 
was automatically determined on the grain contour by using the OpenCV cv2.
minEnclosingCircle() function.

The number of features generated by the Zernike moments was quite 
significant (121 features for d = 20), so Fisher’s Linear Discriminant Analysis 
(LDA) was used to reduce the feature vector. This provided a ranking of the 
most discriminative features distinguishing between two-row and six-row barley 
grains: Ze8 (7.73601), Ze9 (6.82933), Ze15 (4.90846), and Ze4 (4.10166). These 
features have all been determined at a polynomial degree of 8, eliminating the 
problem of generating a larger number of features. This allows to reduce the 
computational time required to process each image, increasing the efficiency 
of the classification process while maintaining a high accuracy in distinguishing 
between different types of barley grain.

Table 2 
Comparison of classification results for two-row and six-row barley grains  

when using Hu’s moment invariants and Zernike moments and five types of classifiers

Classification Evaluation 
Metrics Class1 Linear 

classifier
SVM classifier

linear polynomial RBF sigmoid

H
u’

s 
m

om
en

t i
nv

ar
ia

nt
s

Accuracy – 0.984 0.981 0.954 0.985 0.963

Recall
1 0.982 0.975 0.953 0.981 0.959
2 0.986 0.988 0.954 0.989 0.966

Precision, PPV
1 0.986 0.988 0.955 0.989 0.967
2 0.982 0.975 0.953 0.981 0.959

F1
1 0.984 0.981 0.954 0.985 0.963
2 0.984 0.981 0.953 0.985 0.963

F1 Macro average - 0.984 0.981 0.954 0.985 0.963

Specificity
1 0.986 0.988 0.954 0.989 0.966
2 0.982 0.975 0.953 0.981 0.959

Ze
rn

ik
e 

m
om

en
ts

Accuracy – 0.988 0.984 0.979 0.992 0.951

Recall
1 0.983 0.975 0.965 0.989 0.940
2 0.993 0.993 0.993 0.994 0.963

Precision, PPV
1 0.993 0.993 0.993 0.994 0.962
2 0.983 0.975 0.965 0.989 0.941

F1
1 0.988 0.984 0.979 0.992 0.951
2 0.988 0.984 0.979 0.992 0.952

F1 Macro average - 0.988 0.984 0.979 0.992 0.951

Specificity
1 0.993 0.993 0.993 0.994 0.963
2 0.983 0.975 0.965 0.989 0.940

1Class indicated: (1) – two-row barley; (2) – six-row barley.
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The performance of five different classifiers was compared to determine 
which classifier was best at discriminating between two-row and six-row barley 
grains. The results are presented in Table 2. Hu’s moment invariants, as well 
as Zernike moments in combination with all the classifiers tested, indicate 
high classification efficiency. Significant metrics values were obtained, higher 
than 94% for the various classifiers. For Hu’s moment invariants, the average 
percentage of correctly classified cases was between 95.4% and 98.5%. Whereas 
for Zernike moments, the accuracy for different classifiers ranged between 95.1% 
and 99.2%. Both Hu’s moment invariants and Zernike moments gave the best 
results with the Support Vector Machine (SVM) classifier using a Radial Basis 
Function (RBF) kernel. In particular, the F1 macro average for Hu’s moments 
reached 98.5%, while for Zernike moments it was even higher at 99.2%.

Zernike moments with the RBF SVM was found to be as effective in classifying 
two-row and six-row varieties as it was in detecting the shape of damaged 
from healthy barley grains, where the accuracy was 99.8% and 99.7% (Szturo 
2023). This shows how effective the use of relatively simple methods can be for 
this type of task. It is also possible to combine these methods to achieve a more 
comprehensive solution, relieving the human labor involved in the tedious and 
responsible work of evaluating grains at collection points.

The proposed method has achieved high accuracy, however, it may be 
interesting to extend to detect specific varieties. Here, in addition to shape, 
other features of the grain are important, such as the shape of the lemma 
base, the length of the rachilla, the corrugation of the pales, or the depth of the 
furrow. For this analysis, a combination of different methods will be required 
to obtain satisfactory results. Among this topic, good results were obtained by 
Szczypinski et al. (2015) – 86%, Kozlowski and Szczypinski (2019) – 93% 
and Shi et al. (2022) – 98.4%. Artificial neural networks were used in all cases.

Table 3
Average computation time per single barley grain image

Moments Average computation time [s]
Ze, d=20 0.295
Ze, d=15 0.228
Ze, d=10 0.219
Ze, d=8 0.209
Ze, d=5 0.199

Hu 0.007

In Table 3, the average computation time for a single grain is shown with 
Hu’s moment invariants and Zernike moments for degree d equal to 5, 8, 10, 
15, and 20. As there are more image operations required to compute Zernike 
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moments and more attributes are generated (121 attributes in the case of d = 20), 
a longer computation time than for Hu’s moment invariants is noticeable.

The novel application of Hu’s moment invariants and Zernike moments to 
the classification of two-row and six-row barley grains can significantly support 
agricultural quality control and grain sorting processes. It is possible to implement 
and integrate the proposed solution, which uses shape features and machine 
learning models, into the barley grain assessment system at collecting centers. 
Thus, the barley evaluation process, which is currently done manually, can be 
more objective and reliable. 

Further studies are planned to extend the dataset to other varieties of two- 
-row and six-row barley. The integration of deep learning methods is considered 
to have the potential to further improve classification accuracy. Furthermore, 
it is planned to compare the effectiveness of using Hu’s moment invariants 
and Zernike moments to discriminate specific barley grain varieties. Further 
improvement and testing of these computational techniques is important for 
successful application in industrial practice.

Conclusion

The results of the evaluation of Hu’s moment invariants and Zernike moments 
using five different classifiers can be interpreted according to different criteria: 
accuracy, number of extracted features and thus the processing time, as well 
as sensitivity to scaling, rotation and distortion. The following conclusions can 
be drawn:

1.	Accuracy criterion: Zernike moments combined with the SVM RBF classifier 
provide a classification accuracy of 99.2% for the identification of two-row and 
six-row barley grains, compared to 98.5% for Hu’s moment invariants.

2.	Criterion of the number of features extracted: 
	 – Hu’s moments: extracted a total of 7 features were extracted;
	 – Zernike moments: the number of features depends on the degree of the 

polynomial used in the calculations. By applying Fisher’s Linear Discriminant 
Analysis, the number of features was reduced. These most discriminative features 
are all generated within d=8.

3.	Average processing time: The average time to obtain Hu’s moments for 
a single image is shorter than for Zernike moments, as shown in Table 3.

4.	Zernike moments are more resistant to distortions and noise.
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