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A b s t r a c t

Tortuosity is one of the most elusive porous media parameters due to its subjective estimation. 
Here, we compare two approaches for obtaining tortuosity in granular porous media to investigate 
their capabilities and limitations. First, we determine the hydraulic tortuosity based on the calculated 
components of the velocity field obtained from flow simulations using the Lattice Boltzmann Method 
(LBM). Second, we directly determine the geometric tortuosity by making use of the Path Tracking 
Method (PTM) which only requires the geometric properties of the porous medium. In both cases, 
we apply the same geometrical structure which is a virtually generated 3D granular bed using the 
Discrete Element Method consisting of 50 particles. Our results show that the direct PTM is much 
faster and more precise than the indirect approach based on the calculated velocity field. Therefore, 
PTM may provide a tool for calculating tortuosity for large 3D granular systems where indirect 
methods are limited due to the required computational power and time. While LBM considers 
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various routes across the porous media implicitly, PTM identifies them explicitly. As a result, PTM 
requires a statistical post-processing. As an advantage, this can provide further information than 
just domain scale average values.

Introduction

Granular porous media is ubiquitous in nature and is applied widely in indus-
try, as fuel cells and chemical reactors. Thus, predicting its physical properties 
is highly desirable. Of particular interest are systems with a solid phase and 
one or more fluid phases occupying the pore space.

The growing interest in multiphase systems triggered the development  
of hybrid numerical methods. Table 1 provides a selected overview of such methods 
in the context of porous media. Conceptually, hybrid methods couple a numerical 
code to track the solid phase with a solver for fluid movement within the pore 
space. Different components are either weakly or strongly coupled; meaning that: 

– data is passed only from one method to the other once, no back transfer; 
– data is transferred back and forth between both components, usually  

in an external calculation loop (e.g. within one time step). 
The strong coupling usually requires significant adaptions to both numer-

ical codes. Hybrid models often feature Open Source software (Free Software 
Foundation 2020).

The application of hybrid models is computationally demanding. Simulation 
times of days, weeks or even months are not unusual which limits their ap-
plications, particularly in the context of non-deterministic granular media.  
The problem amplifies when data transfer or geometry conversion is needed.

Hybrid methods are used to investigate the geometrical structure of granular 
porous media. In such a case, one method serves to generate the geometry of the 
porous body; usually a random algorithm or a Discrete Element Method (DEM) 
is applied. The second method is used to characterize features and parameters 
of the pore space; often Finite Volume Method (FVM) or Lattice Boltzmann 
Method (LBM) are in use. 

Of particular interest for us is the tortuosity, which characterizes the prolon-
gation of flow paths due to the granular porous structure. It is often associated 
to how intertwined paths through the granular media are. This geometrical 
parameter is a significant characteristic of granular medium, but at the same 
time difficult to obtain. 

Tortuosity (τ[-]) is defined as the ratio of an average path length (Lp [m])  
in the void space of a porous medium to the thickness of the porous body (L0 [m])  
(Bear 1972):

 𝜏𝜏 =
𝐿𝐿𝑝𝑝
𝐿𝐿0

  (1)
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Table 1
Hybrid models used for granular porous media and to simulate fluid flow

Source Methods (software) Application
Feng et al. (2007) DEM & LBM particle transport in turbulent 

fluid flows
rojek (2007) DEM & FEM (Simpact) rock cutting
Chen (2009) DEM (YADE, PFC2D) & FVM 

(OpenFoam)
fluid flow through an assembly  
of particles

SoBieSki (2009) DEM (PFC3D, YADE) & PTM geometrical structure of granular 
beds

Villard et al. (2009) FEM & DEM earth structures reinforced by 
geosynthetic

erath (2010) FEM & BEM numerical analysis of coupling
duda et al. (2011) LBM fluid flow through a porous 

medium (with self-generated 
geometry)

Wu et al. (2011) FEM & FVM-VOF moving obstacle in fluid
Catalano (2012) DEM (YADE) & PFV (own 

model)
biphasic granular media

komoróCzi et al. (2012) DEM & SPH boudinage, hydro-fracturing
StránSký, jiráSek 
(2012)

FEM (OOFEM) & DEM (YADE) cantilever shock analysis

Xiang et al. (2012) FEM & DEM; (FEMDEM) breakwater modelling
galindo-torreS (2013) DEM & LBM fluid-solid interaction with parti-

cles of general shapes
SriVaStaVa et al. (2013) FEM & DEM fluid-particle interactions
Sun et al. (2013) DEM (OVAL) &-LBM permeability evolutions inside  

a dilatants shear band
zhao, Shan (2013) FVM (OpenFOAM) & DEM 

(LAMMPS, LIGGGHTS)
fluid-particle interaction

marek (2014) DEM & IBM fluid flow through an assembly  
of Raschig rings
(with self-generated geometry)

nordBotten (2014) FEM (Visage) & FVM (Eclipse) Hydro-mechanical simulation  
in porous media

aFkhami et al. (2015) LES (Fluent) & DEM (EDEM) particle interaction and agglom-
eration in a turbulent channel 
flow

markl (2015) LBM (waLBerla) & DEM (pe) beam melting
Qiu (2015) DEM & LBM fluid flow through porous media
zeng, Yao (2015) DFM & FEM fractured porous media 
mahaBadi et al. (2016) FEM-DEM; (Irazu) rocks mechanics
markauSkaS et al. 
(2016)

DEM & SPH and DEM & FVM 
(Fluent)

particle-fluid Poiseuille flow in  
a channel 
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Sakai (2016) SPH & MPS fluidisation, circulating flow, 
screw conveyor, twin-screw 
kneader

trYkozko et al. (2016) FVM fluid flow through a porous 
medium
(with self-generated geometry)

al-arkaWazi et al. 
(2017)

DEM (SIGRAME) & FVM 
(Code_Saturne)

fluidisation

DEM – Discrete Element Method, FVM – Finite Volume Method, IBM – Immersed Boundary 
Method, PFV – Pore-scale Finite Volume, LES – Large Eddy Simulation, FEM – Finite Element 
Method, LBM – Lattice Boltzmann Method, BEM – Boundary Element Method, SPH – Smoothed 
Particle Hydrodynamics, DFM – Discrete Fractured Model, PTM – Path Tracking Method.

The definition holds for tortuosity calculations in 2D or 3D space. Note that 
Lp is at minimum the length of L0. Thus, physically reasonable values of τ are 
always higher or equal one. The above definition requires the existence of free 
passages through the porous body. We limit our investigation to granular media 
where pore space forms a connected network through which fluid flow is possible 
independent of the domain size and the particle distribution.

In general, the tortuosity of a specific granular medium is either calculated 
based on the pore channels geometry (geometrical tortuosity, τg) or based on the 
ratios of velocity components in a creeping fluid flow (hydraulic tortuosity, τh). 
Other kinds of tortuosity are also known, e.g. diffusional (gharedaghloo et al.  
2018) or electric tortuosity (Saomoto, katagiri 2015). In some works, the 
Minkowski space is applied to analyse the tortuosity of porous media (CieSzko, 
krieSe 2006, CieSzko 2009). The geometrical tortuosity can be determined by 
direct calculations, following the definition in Equation 1. One of these methods 
is the Path Tracking Method (SoBieSki 2009, SoBieSki et al. 2012). Hydraulic 
tortuosity requires the application of hybrid methods (Tab. 1), combining geom-
etry generation and flow simulations. Besides standard techniques as Finite 
Difference, Finite Element or Finite Volume Methods, the Lattice Boltzmann 
Method is particularly attractive in the context of porous media due to its sim-
ple geometry specification. Geometries as well as velocity fields may as well be 
determined by experimental techniques, such as Particle Image Velocimetry 
(PIV) (Willert, ghariB 1991).

koponen et al. (1996, 1997) proposed to calculate the hydraulic tortuosity as

 𝜏𝜏ℎ =
∑𝑣𝑣
∑𝑣𝑣𝑥𝑥

   (2)

where: 
vx – the velocity component in the direction of macroscopic flow in the porous 

material [m/s],
v – the absolute velocity magnitude [m/s]. 

cont. Table 1
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The sums go over the entire pore space. The specification of τh (Eq. 2) follows 
the conceptualization of tortuosity in a capillary tube model by Carman (1937). 
However, τh as in Equation 2 has no direction connection with the actual flow 
path and is determined solely through fluctuations of the local flow field around 
the average flux in main flow direction.

koponen et al. (1996) investigated the lattice gas flow through 2D random 
porous media where the macroscopic parameters of the fluid are simple functions 
of the lattice gas distribution function. The work of koponen et al. (1997) and 
following work based on the same methodology (duda et al., 2011, naBoVati, 
SouSa 2007) are limited to flow in 2D random porous media with rectangular 
solid particles. There are less studies applying the methodology in 3D due to the 
tremendous computational effort to calculate the velocity field in 3D (Wang 2014). 

In this study, we compare two conceptually different methodologies for 
obtaining tortuosity in 3D granular beds. We determine hydraulic tortuosity 
following the idea of koponen et al. (1996, 1997) and we calculate the geometric 
tortuosity making use of the Path Tracking Method. To compare the two methods, 
we apply them using the same virtually created granular structure. 

Materials and Methods

Granular Material

Starting point for the method comparison is a virtual realization of a granular 
structure. We create one bed consisting of 50 spherical particles placed in  
a cuboid domain. Particle sizes are based on marble glass beads used in previous 
experimental investigations (SoBieSki et al. 2016b) SiLibeads Glass Type S 
(lindner 2015). These grains have an average diameter equal to 6.072 mm 
and a standard deviation of 0.051.

Discrete Element Method

We created the virtual granular bed using the Discrete Element Method 
(DEM) proposed by Cundall and StraCk (1979). DEM evaluates the dynam-
ics of a set of solid bodies using Newtonian laws of linear and angular motion:

 𝑚𝑚𝑖𝑖
d�⃗�𝑣𝑖𝑖
d𝑡𝑡 =∑(�⃗�𝐹𝑖𝑖𝑖𝑖𝑛𝑛 + �⃗�𝐹𝑖𝑖𝑖𝑖𝑡𝑡 ) + �⃗�𝐹𝑖𝑖ext

𝑛𝑛𝑐𝑐

𝑖𝑖=1
   (3)

and

 𝐼𝐼𝑖𝑖
d�⃗⃗�𝜔 𝑖𝑖
d𝑡𝑡 = ∑(𝑟𝑟𝑖𝑖 × 𝐹𝐹 𝑖𝑖𝑖𝑖𝑡𝑡 + 𝑓𝑓𝑖𝑖𝑖𝑖 × 𝐹𝐹 𝑖𝑖𝑖𝑖𝑛𝑛)

𝑛𝑛𝑐𝑐

𝑖𝑖=1
   (4)
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where: 
mi – mass of the i-th body [kg],
Ii – moment of inertia of the i-th body [kg·m2],
�⃗�𝑣𝑖𝑖  – linear velocity of the i-th body [m/s],
�⃗⃗�𝜔 𝑖𝑖  – angular velocity of the i-th body [rad/s], 
�⃗�𝐹𝑖𝑖𝑖𝑖𝑛𝑛  – normal forces between neighbouring bodies i and j [N],
�⃗�𝐹𝑖𝑖𝑖𝑖

𝑡𝑡   – tangential forces between neighbouring bodies i and j [N], 
nc – number of contacts between i-th body and neighbouring bodies [-],
�⃗�𝐹𝑖𝑖ext  – external forces acting on the i-th body (e.g. gravity force) [N], 
ri – distance between the contact point with the j-th body and the mass 

centre of the i-th body [m], 
fij – distance between the direction of acting the normal force and the 

mass centre [m].

The algorithm consists of three main steps: 
– detecting all contact pairs; 
– calculating new values of forces acting on each body (velocities and dis-

placements are constant in this stage); 
– calculating new values of velocities and displacements (forces are constant 

in this stage).
The key aspect is the mathematical description of the normal and tangential 

forces between bodies in all contact points. Thus, their calculation in every time 
step is particularly important. 

The physically based DEM approach is advantageous to simple random gen-
erators for constructing 3D porous structures since it takes particle interactions 
into account. That allows to create virtual beds with smaller porosity.

We created the specific virtual granular bed using the Radius Expansion 
Method (Widuliński et al. 2009), implemented in the open source code YADE 
(Šmilauer et al. 2017). The final geometry is fully characterized by the centre 
coordinates of particles (xm, ym, zm) (m = 1, …, 50) and their radii rm (or diame-
ter dm). From that, geometrical characteristics such as porosity can calculated.

Lattice Boltzmann Method

The Lattice Boltzmann Method (LBM) is used to calculate the flow on the 
porous grain structure. The flow of a fluid is characterized by the discrete 
Boltzmann equation (Bhatnagar et al. 1954):

 
∂𝑓𝑓
∂𝑡𝑡 + �⃗�𝑣𝛻𝛻𝑥𝑥𝑓𝑓 +

�⃗�𝐹
𝑚𝑚𝛻𝛻�⃗⃗�𝑣𝑓𝑓 = (∂𝑓𝑓∂𝑡𝑡)col

  (5)
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where: 
f(x, v, t) – single-particle distribution function (where x is the coordinate and 

v is the microscopic velocity),
�⃗�𝐹
𝑚𝑚  – is the unitary external forces, 

(∂𝑓𝑓∂𝑡𝑡)col
  – represents the collisional term.

Fluid flow is determined by numerically solving Equation 5 on a binary grid. 
The grid is usually defined as a three-dimensional matrix of logical numbers, 
e.g., a value of 1 characterizes a grid point of the solid body and 0 values mean 
that the point is a part of the pore space. 

The algorithm to solve Equation 5 covers two main steps (Bhatnagar  
et al. 1954): 

a) streaming processes; and 
b) collision process, which is the mathematically critical step. 
Characteristic for the LBM is that streaming occurs only in discrete direc-

tions. Two numbers, define the variant of the LBM model: the dimensionality 
(e.g. D3) and the number of directions (e.g. Q27). Thus, D3Q27 describes a model 
in three-dimensions where the lattice gas can move in 27 directions. The most 
popular LBM variants are D2Q9, D3Q15, D3Q19 and D3Q27. 

Knowing the distribution function (f ) in each ith direction allows to calculate 
the macroscopic density and the macroscopic velocity of the lattice gas using:

 𝜌𝜌 =∑𝑓𝑓𝑖𝑖𝑒𝑒𝑖𝑖
𝑛𝑛𝑖𝑖

𝑖𝑖=0
  (6)

and

 𝑣𝑣 = 1
𝜌𝜌∑𝑓𝑓𝑖𝑖𝑒𝑒𝑖𝑖

𝑛𝑛𝑖𝑖

𝑖𝑖=0
  (7)

where:
r – lattice gas density,
v – lattice gas velocity, 
ei – direction vectors,
ni – the number of the space directions in the model.

The calculated flow velocities by the LBM are used to compute the hydraulic 
tortuosity according to the Equation 2.

We calculated creeping flow in the Lattice Boltzmann Method making use 
of the Palabos numerical code (Palabos Home 2017). We applied a D3Q27 mod-
el with periodic boundary condition in the main direction flow. In the other 
directions (X and Y ), we applied the bounce-back boundary condition to mimic 
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the no flow boundaries. The unitary external force (Eq. 5) responsible for the 
movement of the lattice gas were set to 0.0, 0.0 and 0.0001 lattice units [lu] in 
X, Y and Z direction at all nodes in the pore space. The relaxation time was 
constant and simulation results were recorded after 1000, 2000, 4000, 8000, 
16 000 and 32 000 iterations. 

Geometry Conversion

Using DEM generated geometries for LBM calculation requires a conversion 
step since both methods rely on different geometry conceptualizations. The vector 
geometry description of the grain objects in the DEM needs to be transformed 
into an LBM structured binary grid as summarized in Figure 1.

Fig. 1. Schema of geometry conversion between DEM and LBM

We implemented a Fortran code to convert the DEM geometry to an LBM 
binary structure matrix of 0’s and 1’s. 

Two types of structural grids may be distinguished: node-centred and cell-cen-
tred grids. Both kinds of grids may be conveniently visualised by ParaView 
(ParaView Home 2020), MayaVi (MayaVi Home 2020) or other similar software. 
We follow the second approach given that grain centres can directly be inter-
preted as points in the LBM grid. As a consequence, the number of cells equals 
the number of points simplifying the implementation of the LBM.

Given the geometric parameters, the LBM grid value is specified as 1 (sol-
id) if a sphere is overlapping the grid coordinate, and otherwise 0 (void space),  
as visualized in Figure 2. The total number of solid points representing a grain 
is a function of the LBM grid resolution. It is characterized by the number  
of points per direction (nx, ny and nz). A sufficient resolution of grains is relevant 
for computational accuracy as outlined by (Wang 2014), and further discussed 
in section Geometry conversion for a LBM model.
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Fig. 2. Converting the geometry from DEM coordinates to a LBM grid for  
a selected space direction

Path Tracking Method

We calculate geometrical tortuosity using the Path Tracking Method (PTM), 
developed by Sobieski (SoBieSki 2009, SoBieSki et al. 2016a). The numerical 
method calculates the lengths of paths in granular beds based on the geometrical 
parameters of the grains. The length of a path across the domain is the sum 
of the unitary lengths calculated inside local tetrahedral structures (Fig. 3).  
We performed calculation with the PathFinder code (a freely available implemen-
tation of the PTM method). Details on the PTM can be found in the PathFinder 
Users’ Guide (SoBieSki, lipiński 2016).

Fig. 3. Schema of the tetrahedral structure used in the Path Tracking Method;  
meaning of abbreviations: ISP – Initial Starting Point (starting point of calculation),  

FSP – Final Starting Point (starting point of the path), GC – gravity center of the triangle 
formed by particles P1, P2 and P3, IL – Ideal Location (predicted centre of particle P4  
forming the tetrahedral structure), RL – Real Location (actual centre of particle P4)
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Knowing the path length within the granular domain allows to calculate the 
geometric tortuosity of that path based on Equation 1. The procedure is repeat-
ed for multiple starting points to calculate the average tortuosity value as the 
domain tortuosity. The algorithm allows to calculate the tortuosity independent 
of the resolution (SoBieSki 2016).

We applied the method to 25 × 25 Initial Starting Points on a regular grid. 
Doing so, we arrived at a domain tortuosity as average over 625 paths. Some  
of these paths coincide when initial starting points end up in the same trajectory. 
SoBieSki et al. (2012) found that this effect is not insignificant. Furthermore,  
he pointed out that 25 individual paths of fully distinct trajectories are sufficient 
to obtain a representative value of the tortuosity. Representative value here 
means that the average does not change with increasing number, in line with 
the concept of represenative elementary volumes (REV) (Bear 1972). 

We calculate the porosity of the specific virtual bed using the PathFinder 
code. The analytically determined value of 0.5832 equals the value reported by 
the YADE code with a relative error of 0.03%.

Results and Discussion

Virtual bed

The 3D realization of a porous medium structure with 50 grains is visualized 
in Figure 3. The virtual bed was created using YADE open source numerical 
code (Šmilauer et al. 2017), which uses the Discrete Element and the Radius 
Expansion Method as described in section Discrete Element Method. Details on 
the procedure can be found in (SoBieSki et al. 2016a, 2016b). 

Grains have a size distribution with an average diameter of d = 5.9 mm and 
standard deviation of σ = 0.051 mm (Fig. 4). The porosity of the bed is ϕ = 0.583, 
based on geometrical calculations. The size of the domain and number of particles 

Fig. 4. 3D view (a) and particle size distribution (b) of the generated virtual bed
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was chosen in balance between numerical accuracy and the computational lim-
itations. The slight deviation of the average diameter from the starting value  
is a results of the growing process within the Radius Expansion Method.  
This aspect, however, does not impact the results of this study.

Geometry conversion for a LBM model

We prepared 8 LBM grid resolution of the virtual bed of nx × ny × ny (with 
n being the total number of grid points): 32 × 32 × 64 (n = 65 536), 64 × 64 × 128 
(n = 524 288), 96 × 96 × 192 (n = 1 769 472), 128 × 128 × 256 (n = 4 194 304), 
160 × 160 × 320 (n = 8 192 000), 192 × 192 × 384 (n = 14 155 776), 224 × 224 × 448 
(n = 22 478 848) and 256 × 256 × 512 (n = 33 554 432). Figure 5a shows the virtual 
bed and its equivalent in a form of the lattice grid in coarse resolution. Figure 5b  
a cross section shows how the particle surface is approximated by grid cells.

Fig. 5. Example of the LBM grid generated for the virtual bed with a resolution of 32 × 32 × 64: 
a – full view, b – cross-section in YZ plane

The higher the resolution of a single particle in the LBM grid, the higher 
are the computational cost for the grid conversion. Figure 6 provides an example  
for a sphere in LBM grid resolutions of 32 × 32 × 32; 96 × 96 × 96 and 160 × 160 × 160 
points. 

Fig. 6. A simple sphere converted to LBM grid with different resolutions
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According to Wang (2014), the radius of each sphere should be at least re-
solved by ten lattice nodes. All except the smallest of our LBM grids fulfil this 
condition with lattice nodes per radius of 5 (Fig. 5b), 10, 15, 20, 25, 30, 35 and 40,  
respectively.

Figure 7 summarizes the conversion time (tc) as function of the grid point 
number. Time increases linearly tc = ax + b with a slope of a = 0.000154 and b = 0. 
At high resolutions conversion times are up to hours. This aspect becomes crit-
ical when applying the method in hybrid methods with feedback loops for cases 
with changes in the solid phase. 

Fig. 7. Conversion time in function on grid resolution

We check the influence of the grid resolution on the LBM geometry by cal-
culating a LBM porosity as 

 𝜙𝜙LBM = 𝑛𝑛0
𝑛𝑛𝑥𝑥𝑛𝑛𝑦𝑦𝑛𝑛𝑧𝑧

  (8)

where: 
n0 – the number of grid points belonging to the porous space of the 

granular bed (denoted by 0 in the geometry matrix) [-],
nxnynz – the total number of points in the grid [-].
Figure 8 shows the LBM porosity as function of resolution. The LBM poros-

ity decreases approaching an asymptotic value. The trend can be fitted to the 
functional relationship:
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 𝜙𝜙LBM = 𝑎𝑎𝑎𝑎 + 𝑏𝑏
𝑐𝑐𝑎𝑎 + 𝑑𝑑  (9)

with coefficients a, b, c and d equal to 1.17325, 0.141114, 2.01073 and 0.131859, 
respectively. 

The LBM porosity is greater than the geometrical porosity of the DEM model,  
clearly overestimating the porosity of the porous body. However, the relative  
errors decrease with increasing grid resolution and do not exceed a few percent as 
shown in the subplot of Figure 8. The relative errors between the LBM porosity 
and the reference porosity are a good indicator for the minimum required grid 
resolution, with an acceptable level of about 1% (Fig. 8). 

Fig. 8. LBM porosity as function of the grid resolution for cases 1–8.

LBM simulation

We calculated the velocity distribution in the LBM grids using the Palabos 
numerical code (Palabos Home 2017) with computational specifications outlined in 
section Lattice Boltzmann Method. Figure 9 shows the virtual bed, the converted 
LBM grid (with reduced resolution of points), the distribution of the lattice gas 
density (being close to one in the pore space and zero inside the spheres) and 
the distribution of the velocity field.

Figures 10 and 11 displays the dependency of the average and maximum lattice 
gas density to the number of grid nodes and the number of iterations. Both show 
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non-linear relationships. We focus on the lattice gas density as central quantity 
from which all other parameters, such as velocity or pressure can be inferred.

Figure 10 shows that a minimum number of iterations is needed to obtain 
a steady state for small grid resolutions. For the grids containing 65 536 and 
524 288 (65 536 × 8) nodes approximately 2000 and 16 000 (2000 × 8) are need. 
Thus, the minimum number of iterations depends linearly on the grid resolution. 
Obtaining steady state for large grids is, in practice, strongly limited by the mas-
sive calculation times. Following the trend, the required simulation time (on the 
same computer) is about 135 days for the largest grid. This value was estimated 
on the basis of data obtained for the grid 32 × 32 × 64 (65 536 nodes) and 16 000 
iterations, where the calculation time was equal to 34 026 s. In turn, the number 
of nodes for the grid resolution 224 × 224 × 448 (22 478 848 nodes) is 343 times 
greater. Assuming a linear trend, the calculation time needed for performing 
the same number of iterations should be 343 times longer, thus about 135 days.

In Figure 11 shows a comparison for the maximum values of the lattice gas. 
Again, values increase with the grid resolution. The maximum values of the 
lattice gas velocity may be even 15 times greater than the average ones.

Figure 12 displays the average velocity as function of grid resolution and the 
number of iterations. The deviation of results for less than 4000 iterations suggests 
that the required minimum number of iterations is about 8000, independent  
of the grid resolution. Increasing the iterations beyond 8000 does not change 
the velocity for the same grid resolution. However, velocities differ between grid 
resolution, with higher values for denser grids. 

Fig. 9. Results of LBM flow field calculations for the grid of 128 × 128 × 256 (after 16 000 
iterations): a – velocity field, b – binary form of the bed geometry
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Table 2 summarizes average velocities and relative errors compared to the 
highest resolution (256 × 256 × 512) with 32 000 iterations. The small average 
velocity for the lowest grid resolution clearly shows that it is too coarse, which 
is in line with the conclusion of Wang (2014) regarding the resolution of solid 
particle in the LBM grid.

Fig. 10. Average density of the lattice gas as a function of the grid resolution (a)  
and the number of iterations (b)
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Fig. 11. Maximum value of the lattice gas density as a function of the grid resolution (a)  
and the number of iterations (b)
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Fig. 12. Average velocity of the lattice gas density as a function of the grid resolution (a)  
and the number of iterations (b)
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Table 2
Average lattice gas velocities νave and relative errors δ (relative to highest resolution)  

for 32 000 iterations

Case No. n [-] νave [lu] δ [%]

1 65 537 1.0243E-04 27.16

2 524 289 1.2372E-04 12.02

3 1 769 473 1.2795E-04 9.02

4 4 194 305 1.3200E-04 6.14

5 8 192 001 1.3487E-04 4.09

6 14 155 777 1.3694E-04 2.62

7 22 478 849 1.3723E-04 2.41

8 33 554 432 1.4063E-04 0.00

Figure 13 shows the hydraulic tortuosity calculated from the LBM results 
using Equation 2. All cases give physically acceptable values, i.e., τ > 1.  
We see that values stabilize for 8000 iterations and more, independent of the grid  
resolution. This supports the previous finding that 8000 is the required minimum 
number of iterations.

The hydraulic tortuosity at sufficient iterations differs among grid resolu-
tions, although only slightly for higher resolutions. The asymptotic value ranges 
around 1.556. Assuming that the result obtained for the highest grid resolution 
and 32 000 iterations provides the most exact value, we can determine the rela-
tive errors for other cases (at 32 000 iterations) as: 0.74%, 0.84%, 1.08%, 2.14%, 
4.09%, 7.87% and 14.16% for cases 7 to 1, respectively.

In addition to our hydraulic tortuosity results, we have shown the result 
obtained by Wang (2014) in Figure 13. We consider the domain size to be one 
reasons for deviation between our results and that of Wang as he used a larger 
porous structure, thus the boundaries affect the results less. In our model all 
spheres are located inside the domain, giving that the porosity is higher near  
the walls. Thus, preferential pathways with higher velocities are formed (Fig. 14),  
leading to an overestimation of tortuosity. 

To explore the effect of the boundaries, we recalculated the tortuosity 
considering only velocities within the domain (Fig. 14b) within a distance  
of 10% of the domain size from the outer boundary. Figure 15 shows the hydraulic 
tortuosity as function of the LBM settings for the reduced amount of velocity 
values. Generally, the tortuosity decreases. For the highest resolution by about 
4% from 1.556 to 1.49. Analogously, in the range of 4% for the other cases. 
However, the calculated value of hydraulic tortuosity stays high, indicating that 
the method of determining tortuosity independent of the pathways by relating 
fluid velocities might be error prone for high porosities.
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Fig. 13. Hydraulic tortuosity as function of the grid resolution (a)  
and the number of iterations (b)
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Fig. 14. Visualisations of the velocity field for the grid 64 × 64 × 128 and 32 000 iterations taking 
all value into account (a) and cutting off boundary effects (b)

Our results show that grid resolution in LBM has an impact on the calculated 
hydraulic tortuosity. Thus, we cannot agree with koponen et al. (1996) who found 
that for a given obstacle configuration the tortuosities calculated with different 
lattice resolutions were close to each other. The same conclusion was given by 
naBoVati and SouSa (2007), stating that the effect of the domain resolution 
is negligible in the range examined. These conclusions were developed on the 
basis of 2D simulations and may not be applicable for 3D geometries. This is 
also supported by the results of Wang who stated that the radius of the sphere 
should not be less than ten lattices. We see that tortuosity differences become 
very small when the grid resolution and the number of iterations increase. 
However, both model parameters are subject to the specific case setting and 
needs to be determined individually, which takes additional time.

PTM calculations

In the second stage, we used the Path Tracking Method to determine the 
geometrical tortuosity of the granular bed (section Path Tracking Method). 
Figure 16 shows one calculated path. Figure 17 visualizes the tortuosity field 
for the 625 individual starting points. The average value (τave) is 1.185 which 
is 7.14% higher than the tortuosity of Wang (1.106). Figure 18 summarizes  
the individual tortuosity values of all paths. Additionally, it contains values for 
two characteristic cases: 

– the grid resolution 32 × 32 × 64 (Fig. 10b), 
– the highest grid resolution 256 × 256 × 512. 
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Fig. 15. Hydraulic tortuosity as function of the grid resolution (a)  
and the number of iterations (b) for simulated velocities in the inner domain
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Fig. 16. Visualisation of the granular bed (a), tetrahedral structures used in the Path Tracking 
method (dots represent the spheres centres) (b) and the final path (c)

Fig. 17. Tortuosity as function of the starting point coordinates for the 625 individual locations

In both cases the number of iterations is equal to 32 000. The tortuosities 
obtained with LBM are clearly higher than for the others cases. Thus, it remains 
open which value represent tortuosity best in the LBM approach. Potential 
factors for improvement might be a bigger domain size, higher lattice resolution 
and/or more iterations.

Figures 17 and 18 show large areas of equal tortuosity values. These starting 
points end up in identical trajectories. They are represented by the same Final 
Starting Point (see Fig. 3). The sizes and shapes of these areas depends on 
the local arrangement of particles. For details on tortuosity fields, the reader  
is referred to SoBieSki (2016).

The calculation time of the 625 individual path lengths was very short,  
in the order of a few minutes. Figure 19 shows the individual calculation times 
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Fig. 18. Individual tortuosity values for the 625 initial starting points

Fig. 19. Calculation times of the individual path length with the PTM
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summing up to about 218 s. It can be seen that calculation times differ depending 
on the Initial Starting Point, which differences up to a factor of 3. Compared 
to the LBM simulations, this is 10 times faster for the smallest grid resolution 
and 2000 iterations. For the high grid resolution of 256 × 256 × 512 and 32 000 
iterations, the ratio equals about 83 700. This illustrates a major advantage  
of the PTM approach. 

Another benefit of the PTM is the spatial resolution of the individual tortuosity 
values. Obtaining a distribution of tortuosities for granular beds allows to perform 
detailed analysis of flow field specifications and statistical analysis.

Summary and Conclusions

We performed a comparison of two numerical methods to calculate tortuosity 
of granular beds using generated 3D media. We applied the Lattice Boltzmann 
Method (LBM) to compute hydraulic tortuosity based on the ratios of flow 
velocities and also used Path Tracking Method (PTM) which directly calculates 
geometric tortuosity. For both methods, we investigated computation times as 
well as the quality of tortuosity values given data resolution. 

Table 3 summarizes the main features of both methodologies. In particular, 
this study has shown that:

– The resolution of the LBM grid plays a critical role. It affects the conver-
sion time (linearly), the actual porosity, the calculation time (linearly), and the 
calculated velocity values. The density and the velocity of the lattice gas depend 
non-linearly on LBM grid.

– The number of iterations performed during the LBM simulations is im-
portant. Both, average and maximum lattice gas density change non-linearly. 
Thus, other quantities are affected as well. Our results suggest a minimum 
number of 8000 iterations.

– The Lattice Boltzmann Method requires large computing power, particularly 
given a accurate grid resolution and sufficient iteration steps. This hampers 
its use on standard personal computers. Parallel computing is a prerequisite 
for analysing more realistic porous beds where larger domain sizes and denser 
particle packings are encountered.

– The application of the LBM requires a quality check on resolutions and 
iteration steps. Average values of the lattice gas density and the velocity should be 
compared for different settings. However, for repeated investigations on similar 
geometries (e.g., only changing the number of objects in the DEM) one test is 
sufficient.

– The Path Tracking Method is beneficial as it is fast and easy to implement. 
It is free from conversion requirements. The only resolution dependency refers 
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to the number of initial starting points. However, a small number is sufficient 
to properly determine the domains tortuosity from individual pathways.

– PTM offers great advantage over any indirect way of calculating hydraulic 
tortuosity using flow velocities (independent of the specific method used) as  
it circumvents the requirement to calculate the velocity field in the pore space 
of the media.

Table 3
Summary and comparison of features of Lattice Boltzmann Method (LBM)  

and the Path Finder Method (PFM) for calculating tortuosity starting from grain bed geometry 
(defined by geometric parameters)

Feature LBM PTM
Geometry 
conversion

required pre-processing step; increases 
computation time; requires additional 
software for geometry conversion

not required

Porosity depends on grid resolution; may also 
depend on conversion algorithm used

analytically calculated

Tortuosity calculated indirectly; depend on multiple 
factors as grid resolution, iterations, choice 
of LBM model, numerical model settings

calculated from geometry; directly 
related to flow path, provides indi-
vidual values within domain

Computational 
demand 

very high (for calculations and 
visualisation)

very low

Computation 
time

very long very short (depending on number 
of starting points)

Software Pre-processing tool; Lattice Boltzmann 
solver; postprocessing tool 

Path Finder (no further software 
required)

The publication was written during the first author’s internship at Utrecht 
University, co-financed by the European Union under the European Social Fund 
(Operational Program Knowledge Education Development), carried out in the 
project Development Program at the University of Warmia and Mazury in Olsztyn 
(POWR.03.05. 00-00-Z310/17).
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